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The IEEE Communications Society, or 
ComSoc, is currently the third largest 
Society (32,000) within the 425,000 

member IEEE. The IEEE was formed on January 
1, 1963 from the combination of the Ameri-
can Institute of Electrical Engineers (founded 
in 1884) and the Institute of Radio Engineers 
(founded in 1912). From an IEEE Group on 
Communications Technology, ComSoc was 
approved for elevation to Society status in the 
fall of 1971, and officially began operations on 
January 1, 1972 (65 years ago). As we cele-
brate our 65th Anniversary this year, it is fitting 
to revisit our past and learn from it as we move 
forward in the ever expanding age of commu-
nications technology. And the ComSoc per-
son leading this effort is Stephen B. Weinstein 
(Steve), Chair of our Communications History 
Committee. Steve received his Ph.D. degree 
in electrical engineering from the University of 
California at Berkeley and began a career with 
Bell Laboratories, American Express, Bellcore 
(Telcordia), and NEC Research Labs Ameri-
ca. Now mostly retired, he lives in New York 
City and consults part time for patent law firms 
and the communications industry. He is a Life 
Fellow of the IEEE, a past ComSoc President 
(1996–97), and was an early founding Editor-
in-Chief of IEEE Communications Magazine. He 
received the IEEE’s 2016 Richard M.Emberson 
Award for “contributions to IEEE Publications, 
Awards, and Globalization.” Steve is best 
known for early research and development 
on data-driven echo cancellation and gener-
ation of OFDM signals using the fast Fourier 
transform. He received the 2006 Eduard Rhein 
Foundation (Germany) basic research prize for 
his fundamental OFDM work. 

ComSoc’s Communications History Activities

The past 150 years of discovery, invention, and deployment 
of communications technology have profoundly changed 
society and enhanced the quality of life. Electronic commu-
nication made possible the web of information exchanges 
that now define our lives. The history of electronic commu-
nication, including the history of our own IEEE Communica-
tions Society, is not only a fascinating story but also a guide 
to the social and economic processes by which ideas become 
research, research and commercial interests stimulate devel-
opment, and development, when the time is right, leads to 
wide use of devices and services. Knowing this past enriches 
our understanding of how we came to where we are, and this 
understanding helps uncover opportunities for each of us to 
influence the future.

The IEEE has a history committee (https://www.ieee.org/
about/history_center/history_committee.html) with a paid staff 
that operates a major electrical engineering history center. In 
addition to maintaining extensive archives on both technolo-
gies and the history of the IEEE itself, including recorded oral 
histories from noted IEEE members, the IEEE History Center 

sponsors celebrations of historic “milestones” 
across IEEE’s fields of interest. A book cur-
rently in preparation describes the origins of 
the IEEE in its two predecessor societies, the 
older AIEE and the younger IRE, that merged 
in 1963, as noted above.

ComSoc is one of several IEEE societ-
ies that sponsor their own, more specialized 
history activities, in our case the ComSoc 
Communications History Committee current-
ly chaired by me. I originally joined the IRE 
and, having reached the age when I might be 
considered historical, work with a very few 
additional Committee members to gener-
ate history articles for IEEE Communications 
Magazine and IEEE Wireless Communications 
Magazine, sponsor history sessions at major 
ComSoc conferences, and produce other 
materials on appropriate occasions. The most 
recent article and session were, respective-
ly, “History of Radio Propagation” by Jorgen 
Andersen in the February 2017 issue of Com-
munications Magazine, and the “History of 
Sensor Networks” panel session at Globecom 
2016. 

A substantial number of past History arti-
cles, most published in Communications Mag-
azine, are available on the Communication 
History Committee’s web page (comsoc.org/
about/communications-history). My predeces-
sor as Chair of the Communications History 
Committee, Mischa Schwartz, published two 
on “Improving the Noise Performance of Com-
munication Systems,” recalling first the initial 
breakthroughs of the 1920s, and then the 
major advances of the 1930s and early 1940s. 
The prolific Mischa also wrote “Carrier-Wave 
Telephony over Power Lines: Early History,” 

“Armstrong’s Invention of Noise-Suppressing FM,” a story of 
technical brilliance and legal conflicts, and “The Origins of Carri-
er Multiplexing: Major George Owen Squier and AT&T.”

Jerry Hayes conveyed the romance of laying undersea cable 
on stormy seas in “A History of Transatlantic Cables.” Joel 
Engel brought back “The Early History of Cellular Telephony,” 
recalling the AMPS days. Leonard Kleinrock wrote “An Early 
History of the Internet” in which he played a significant part. 
Fred Andrews described “Early T-Carrier History,” the intro-
duction of digital access into the telephone network before 
everyone understood the great advantages of digital com-
munication, and John Cioffi published “Lighting Up Copper,” 
about very high speed Digital Subscriber Line. Dave Falconer 
provided an authoritative overview of critical improvements 
in data communication in his “History of Equalization 1860-
1980.” Norm Abramson contributed “The AlohaNet-Surfing 
for Wireless Data,” telling the story of that very innovative 
experiment that preceded the Ethernet and numerous wireless 
services. Hans Peek wrote “The Emergence of the Compact 
Disc,” explaining the international cooperation and advanced 
optical recording techniques that went into that successful 
consumer product. The significant role of a Russian scientist in 

Harvey Freeman

Communications History: The Past as a Guide to the Future

Steve Weinstein

https://www.ieee.org/about/history_center/history_committee.html
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early radio communication, not so well known in most of the 
world because his Russian Navy client classified the work, was 
described by Orest Vendik in “Significant Contribution to the 
Development of Wireless Communication by Professor Alex-
ander Popov.” There have been other history papers as well 
describing significant advances made in various regions of the 
world, and in particular in Europe’s GSM cellular mobile sys-
tem, TRANSPAC in France, and computer networking in Korea.

I wrote “The History of Orthogonal Frequency-Division Mul-
tiplexing,” noting the early deployments in military VHF radios 
in the 1960s, and even the contribution to the Fast Fourier 
Transform made by Carl Friedrich Gauss in 1805. Several other 
articles are in preparation, including “History of SDN,” “History 
of Echo Cancellation,” “History of Deep Space Communi-
cation,” “History of MIMO,” and “History of Coding,” all by 
prominent members of our community. Readers of this column 
are encouraged to submit proposals for topics and authors, not 
excluding themselves.

The most significant examples of “special occasion” mate-
rials were A Brief History of Communications, a concise book 
that had two editions, the first in 2002 for ComSoc’s 50th anni-
versary and the second in 2012 for our 60th anniversary, and a 
video described below. The book, available for free download-
ing on the Communications History Committee’s web page, 

reviews communications technology from “the beginning” up 
to 2012. It then describes the development of the IEEE Com-
munications Society from its founding as the IRE Professional 
Group on Communications Systems in 1952 through its six 
decades up to 2012. It further includes transcripts of inter-
views, “oral histories” made by the IEEE History Center with 
many prominent contributors to communications technologies 
and to ComSoc.

A 23-minute video, released in 2012, of past ComSoc Pres-
idents offering very brief reminiscences about the important 
events they lived through during their professional and Com-
Soc careers is also available on the web page. It is fascinating 
to hear these first-person accounts illuminating past trends, 
breakthroughs and failures, and the feelings of our Past Presi-
dents about membership in a global communications engineer-
ing community.

The Communications History Committee is an example of 
many ComSoc volunteer activities that cost next to nothing but 
add meaningfully to our shared cultural heritage. Busy with our 
obligations and careers, it can be difficult to find the time and 
energy to write an article about the past, but these articles are 
a great service to our fellow ComSoc members. We encourage 
you to explore the history of our fields of interest and the Com-
munications Society itself.

IENYCM3523.indd   1 22/04/16   2:57 PM
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Society Members Named to IEEE Fellow Grade

For development of 
signal processing 
techniques for airborne 
radar.

Election to the grade of IEEE Fellow is one of the highest honors that can be 
bestowed upon our members by the Institute in recognition of their technical, educa-
tional, and leadership achievements. Only a select few IEEE members earn this presti-
gious honor.

Congratulations to the following Communications Society members for their elec-
tion to the grade of Fellow of the IEEE. They now join company with a truly distin-
guished roster of colleagues.

Raviraj Adve

Eylem Ekici

For contributions to  
algorithms, protocols,  
and architectures of  
multi-hop wireless  
networks.

For contributions to 
system security and  
privacy.

N. Asokan

Christopher R Cole

For contributions to  
10G, 40G, and 100G  
Optical Ethernet and OTN 
interfaces.

Huaiyu Dai

Michael Gastpar

For contributions to 
MIMO communications 
and wireless security.

For contributions to  
network information 
theory.

For contributions to  
wideband signal  
processing in  
communications and  
geolocation.

Michael Buehrer

Jing Deng

Stephen Hanly

For development and 
optimization of wireless 
security and networking 
protocols.

For contributions to 
capacity analysis and  
optimization of wireless 
communication networks.

For contributions to 
design, measurement,  
and security of  
networking systems.

Yan Chen

Danny Dolev

Hossam Hassanein

For development of 
consistent, robust, and 
efficient distributed  
computing and storage.

For contributions to  
protocols, architectures 
and analysis of multihop 
wireless networks.

For contributions to  
adaptive and  
self-organizing  
communication protocols 
in sensor and vehicular 
networks.

Falko Dressler

For contributions to radio 
resource management 
for cellular systems and 
networks.

Witold Krzymien

For leadership in  
digital cellular systems and 
smart mobile devices.

Yucheun Jou

Michael Isnardi

For contributions to  
compliance testing and 
vision-based video  
compression  
technologies.
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Xiaodong Lin Arumugam Nallanathan

For contributions in 
secure and  
privacy-preserving  
vehicular  
communications.

For contributions to  
cooperative  
communications and  
cognitive radio networks.

Xiaojun Lin Shu Namiki

For contributions to 
scheduling and control of 
wireless networks.

For contributions to  
optical amplification.

For contributions to  
interval type-2 fuzzy  
logic systems.

Qilian Liang

Jiangchuan Liu Panos Nasiopoulos

For contributions to  
multimedia  
communications and  
content distribution over 
the Internet.

For leadership in DVD 
authoring and digital  
multimedia technologies.

For contributions to  
statistical signal  
processing in wireless 
communications.

Teng-joon Lim

Xiang Liu Borivoje Nikolic

For contributions to 
broadband optical fiber 
communication systems 
and networks.

For contributions to 
energy-efficient design of 
digital and mixed-signal 
circuits.

Yong Liu Dusit Niyato

For contributions to  
multimedia networking.

For contributions to 
resource allocation in  
cognitive radio and  
cellular wireless networks.

Phone Lin Joseph Bryan Lyles

For contributions to 
resource management 
and service development 
for mobile networks.

For contributions in local 
network technology,  
Internet measurement, 
and research  
cyberinfrastructure.

For contributions to 
dynamic spectrum  
sharing, cognitive radio 
networks, and security 
issues.

Jung-min Park

For contributions to  
wireless network  
management.

Lili Qiu

For contributions to  
multimedia and peer-to-
peer networking, and 
Internet measurement.

Reza Rejaie

For contributions to  
communication wave-
forms, detection  
algorithms, and channel 
models for aeronautical 
telemetry.

Michael Rice
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Prasun Sinha Wenye Wang

For contributions to 
scheduling and resource 
allocation in wireless  
networks.

For contributions to 
modeling and  
performance evaluation  
of wireless networks.

Fredrik Tufvesson Xianbin Wang

For contributions to  
measurement and  
modeling of wireless  
propagation channels.

For contributions to 
OFDM systems and 
distributed transmission 
technologies.

Jaap Vandebeek Halim Yanikomeroglu

For contributions to 
orthogonal frequency  
division multiplexing.

For contributions to  
wireless access  
architectures in cellular 
networks.

For contributions to  
digital coherent  
transceivers for optical 
fiber communication.

Seb Savory Cheng-xiang Wang Rui Zhang

For contributions to  
wireless channel modeling 
for vehicular networks.

For contributions to  
cognitive radio and  
energy harvesting  
communications.

For leadership in  
content-based processing 
and retrieval of  
multimedia information.

Behzad Shahraray Chonggang Wang Ce Zhu

For contributions to  
Internet of Things 
enabling technologies.

For contributions to  
video coding and  
communications.

Hamid Sharif Jiangzhou Wang

For development of  
railroad wireless  
communication.

For contributions to  
multiple access and 
resource allocation in 
wireless mobile  
communications.

Israel Cidon

For contributions to high-speed packet  
networks, network-on-chip and wide area file 
systems.

Pablo Estevez

For contributions to feature selection and  
visualization of large data sets.

For contributions to resource allocation and 
interference management in network  
information theory.

Amir Khandani

Photos Not Available
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Conference Preview

IEEE ICC 2017 Announces its Industry Program
Hundreds of Communications Experts to Discuss Next Wave 5G, IoT, AI, Big Data and  

Spectrum Sharing Innovations in Paris, France from 21-25 May
By Jamshid Khun-Jush (Qualcomm) and Luis M Correia (IST–University of Lisbon)

IEEE ICC 2017 Industry Forums and Exhibitions Co-Chairs

IEEE ICC 2017 (http://icc2017.ieeeicc.org), the leading inter-
national venue dedicated to the advancement of wireless and 
wireline communications worldwide, will host nearly 20 industry 
sessions devoted to the latest developments in next wave tech-
nologies such as 5G, IoT, AI, Big Data and Spectrum Sharing. 
Held this year from 21-25 May at the Paris Congress Center 
(Palais des Congrès) in Paris, France, IEEE ICC is recognized 
globally as an annual showcase of innovation exploring the lat-
est in communications technologies and policies. 

This year, the Industry Program 
will address a wide array of topics 
ranging from standardization to 
propagation challenges, including 
security, artificial intelligence in net-
works, and spectrum, among oth-
ers, most of them addressing 5G, 
but not entirely. The program will 
begin on Monday, 22 May with two 
panels on 5G and IoT, followed by 
the CTO Forum addressing “From 
Myth to Reality: Rapid Deployment at Scale Toward 5G Global 
Success.” This forum brings together high-level representatives 
from leading mobile operators and manufacturers to critically 
assess such measures, from the pace of standardization to over-
the-air trials and interoperability testing for validation, in order to 
drive the ecosystem toward rapid and wide-scale commercializa-
tion, which are the basis for making 5G a success. The session 
is intended to be an open and frank debate among developers, 
operators and vendors about the timeline and potentials for 5G 
to address the larger vision beyond 2020.

These highly focused panels will continue through Wednes-
day, 24 May with a broad range of experts from operators, ven-
dors, service providers, and consultants, among other industry 
players, as well as academia, research centers, standardization 
bodies and regulators. Discussions center on topics such as: 
•Big Data Analytics for Smart and Connected Health
•5G C-RAN and X-Haul
•Spectrum Sharing in Future Wireless Communications Systems
•ComTech Innovation and Trends Toward Smart Connected 

Car Environment

•Challenges and Opportunities in SDN/NFV and 5G Security
•5G: What Architecture to Serve Vertical Industries?
•The Path to and Obstacles in Network Virtualization
•Propagation Challenges in New 5G Use Cases
•5G Progress and Challenges
•Network AI

The program also offers two seminars dedicated to simu-
lation tools, and measurement equipment and testbeds. One, 
“The Road to 5G: Design, Simulate and Prototype Wireless 

Systems using MATLAB and Sim-
ulink,” will be given by John Wang 
of MathWorks. The talk will dis-
cuss how MATLAB and Simulink 
provide an integrated environ-
ment for designing, simulating, and 
prototyping 5G wireless systems, 
covering up-to-date progress on 
MATLAB and Simulink in the 5G 
area and how it can address engi-
neers’ and researchers’ challenges 

in 5G areas, such as mm Waves, Massive MIMO, and prototyp-
ing. The other, “Real-Time Prototyping of Massive MIMO,” will 
be presented by Douglas Kim of National Instruments. It will 
provide insights into Massive MIMO and rarely shared informa-
tion on the implementation of such a complex system, present-
ing information on the practical challenges associated with the 
implementation of such systems, and a close examination of a 
test bed, using real-world over-the-air channels and true real-
time data rates.

Other significant events to be held during the heart of the 
conference will include the presentation of nearly 1,200 origi-
nal scientific papers as well as the keynotes of leading industry 
executives and researchers. For instance, during the opening 
and keynote session, Marcus Weldon, President of Bell Labs 
and CTO of Nokia, will share insights on driving technological 
and architectural innovations. Over next few days Marcus will 
be joined by:

•Georges Karam, Founder, Chairman and CEO of Sequans 
Communications, who will speak on “4G Wireless Enabling the 
Internet of Things (IoT).”

•Wen Tong, Huawei Fellow, Head of Huawei Wireless 
Research and CTO of Huawei Wireless, who will detail “The 
Blueprint of 5G–A Global Standard.”

•Alain Aspect, Director of Research at CNRS and Professor 
at Ecole Polytechnique, who will talk about “From Einstein’s 
Doubts to Quantum Information: A New Quantum Revolu-
tion.”

•Serge Wil lenegger,  Senior Vice President of Qual-
comm Technologies, who will address “The On the Path 
to 5G.”

•Giuseppe Caire, Professor at Technical University of Berlin, 
who will discuss “Wireless Edge Caching: Promises and Recent 
Advances.”

For more information about IEEE ICC 2017 including 
program updates and registration information, please visit 
http://icc2017.ieee-icc.org. All website visitors are also invited 
to network with colleagues and peers, share their professional 
experiences through the conference’s Facebook, LinkedIn and 
Twitter pages.Attendees engaged at a previous conference.

http://icc2017.ieeeicc.org
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Conference Report

ICIN 2017: Innovations in Clouds, Internet, and Networks
Antonio Manzalini, Telecom Italia Mobile

Noel Crespi, Institut-Mines Télécom, Télécom SudParis Evry, France

The 20th ICIN conference took place in Paris, France, on 
March 7-9, with the technical co-sponsorship of the IEEE and 
IEEE Communications Society, and the support of Nokia, UPMC, 
Gandi, and Institut Mines-Telecom. The conference was attend-
ed by 110 delegates from 21 countries and representing 55 
different organizations. Attendees participated to discuss inno-
vative technologies and solutions for clouds, Internet, and net-
works. ICIN2017 has a 28-year history of anticipating key trends 
and innovation avenues in telecommunications that are essential 
for developing and provisioning ICT services.

ICIN 2017 embraced several main aspects of the ongoing 
digital business transformation of telecommunications, called 
“softwarization,” which is steering the evolution of both net-
works and service platforms (e.g., through cloud and edge com-
puting architectures) even up to future terminals, machines, and 
smart objects (e.g., through fog computing). ICIN 2017 focused 
on some key areas of this systemic transformation: architectural 
delayering, simplifications and optimization of the operational 
processes (e.g., through orchestrators and new paradigms of 
OSS/BSS capable of managing the complexity and heterogene-
ity of SDN and NFV infrastructures), development of flexible and 
programmable “platforms of platforms,” and the exploitation of 
big data by means of data mining and cognitive technologies. 
Mastering the software was recognized as a must for a success-
ful digital business transformation. In addition, standardization 
and open source software solutions and interfaces were still 
seen to be hot issues.

The paper acceptance rate of the conference was 32%. The 
31 accepted papers were organized into four technical tracks: 
Network and Service IT-zation (chaired by Galis from UCL, UK); 
Internet of Things (chaired by Luigi Atzori from the University 
of Cagliari, Italy); Actionable Big Data and Artificial Intelligence 
(chaired by Albert Cabellos, from UPC, Spain); and Control 
Orchestration and Management and Policy (chaired by Bruno 
Chatras from Orange Labs, France). The conference included 
a demonstration and poster tracks, chaired by Roberto Bruschi 
(CNIT, Italy). There were also two workshops: “Infrastructures 
and Data Analytics for Smart Cities” (chaired by Ralf Tönjes 
from the University of Applied Sciences, Osnabrück, Germany, 
and Edith C.-H. Ngai from Uppsala University, Sweden); and 
“5G for Universal Access: Meeting the challenges for Urban and 
Rural Coverage” (chaired by Philip Kelley from Nokia Bell Labs 
France). 

There was also a special session on “Trust and Access Con-
trol for the Internet of Things,” chaired by Emmanuel Bertin from 
Orange Labs (France), which highlighted the need for innovative 
access control models for the IoT.

After a tutorial on ONOS, presented by Andrea Campanella 
(ON.Lab-ONF), the conference was opened by Antonio Man-
zalini (TIM, Italy), Chair of the ICIN 2016 Technical Program 
Committee, and Noël Crespi, General Chair of the Conference 
and Chair of the ICIN International Advisory Board. 

Five keynote speeches were delivered around the theme of 
the conference. 

Dr. Chih-Lin I, Chief Scientist of Wireless Technologies of 
China Mobile (China), gave the first keynote speech on the 
topic “The Perfect Storm: IT+CT+DT,” emphasizing how the 
intertwining of the advances in information technology (IT), 
communication technology (CT), and data technology (DT) 
will lead to a profound transformation of telecommunications, 
which will see its first concrete expressions with the 5G. The 
second keynote speech was from Stephen Terrill (Ericsson, 
Spain), with the main topic “Multi-Domain Orchestration and 
Automation in the Age of SDN and NFV.” The second day was 
opened by the keynote speech of Marina Thottan, Director at 
Nokia Bell Labs (USA). The title of the talk was “Programma-
ble Network Operating System: Creating the Network Brain.” 
During her speech, Thottan first addressed the requirements of 
a network operating system for future “softwarized” telecom-
munications infrastructures, then presented the NetGraph data 
model applied to multilayer carrier networks and eventually the 
prototype of the Network Brain being developed at Nokia Bell 
Labs. The third day was opened with the keynote speech by 
Marie-Paule Odini, Director in HPE (France), and Distinguished 
Technologist in the Communication Solution Business. The 
talk addressed the status, challenges, and open issues related 
to NFV evolution toward 5G. The fifth keynote speech was 
by Thomas Michael Bohnert, Professor at Zurich University 
of Applied Sciences (Switzerland), who gave a talk on cloud 
robotics.

Also this year, ICIN2017 consistently previewed trends in 
networks and services. Keynotes and papers highlighted the 
significant innovation coming from the “softwarization” of tele-
communications, a systemic transformation based on the con-
vergence of enabling technologies such as SDN and NFV, but 
also the evolution of cloud computing toward edge and fog 
computing and the revamping of artificial intelligence.

Planning for ICIN 2018 is already underway under the 
leadership of Prosper Chemouil (General Chair, Orange), 
Laurent Ciavaglia (TPC Chair, Nokia), Rahim Tafazolli (TPC 
Chair, University of Surrey), and Noel Crespi (IAB Chair, IMT-
TSP). The conference will take place in Paris on February 
20-22 2018. For more information please visit http://www.
icin-conference.org/ 

http://www.icin-conference.org/
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This is the fourth article in the series started in November 2016 
and published monthly in the IEEE ComSoc Global Communica-
tions Newsletter, which covers all areas of IEEE ComSoc Member 
and Global Activities. In this series of articles, I 
introduce the six MGA Directors (namely: Sister 
and Related Societies; Membership Services; 
AP, NA, LA, EMEA Regions) and the two Chairs 
of the Women in Communications Engineering 
(WICE) and Young Professionals (YP) Standing 
Committees. In each article, one by one they 
present their sector activities and plans.

In this issue, I interview T. Scott Atkinson, 
Director of the North America Region (NA). 

Scott is retired and spends most 
of his time volunteering for 
the IEEE. He received the B. S. 
degree in physics, with minors in 
mathematics and chemistry, from 
Texas A&I University, Kingsville, 
TX, USA in 1961. From 1961 to 
1967, he was a communications 
officer in the United States Air 
Force. In 1967, he worked as a 
communications engineer with 
Lockheed Electronics Company 
on a contract with the NASA 
Manned Spacecraft Center in 
Houston, TX. In that position, 
he supported the testing of the 

Apollo spacecraft communications sub-system. In 1968, he joined 
the IEEE and the Communications Society and became a vol-
unteer supporting Section and Chapter activities in Houston, 
TX. In 1973, he joined Tenneco Inc, Houston, TX, spending 14 
years performing engineering tasks on their telecommunication 
systems. His last major work activity was as a senior technical 
support specialist for the United Services Automobile Association 
(USAA) in San Antonio, TX. Retiring in 1997, he now volunteers 
full time for the IEEE, the IEEE Communications Society, and IEEE 
Region 5.

I have known Scott since a long time, as one of the most ded-
icated and best appreciated volunteers in the entire NA Region 
of the IEEE Communications Society. It is a pleasure for me to 

interview Scott today and offer him this oppor-
tunity to outline his current activities and plans 
as Director of the NA Region.

Bregni: Scott, would you introduce briefly 
the North America Region Board?

Atkinson: Our Region consists of the 92 
Communications Society Chapters in IEEE 
Regions 1 through 7, which include all of the 
United States and Canada. 

Per the ComSoc Policies and Procedures, 
our Board “is responsible for stimulating, coordinating and pro-
moting the activities of ComSoc members and chapters through-
out the North America Region.” Therefore, we support the 
activities of the 92 Chapters and its members. 

Our NA Board consists of individual IEEE Region Representa-
tives and several other volunteers, namely: 
•IEEE Region Representatives Ali Abedi (R1), Kafi Hassan (R2),
 Scott Midkiff (R3), William Ashe (R4), Fawzi Behmann (R5),
 Upkar Dhaliwal (R6), and Wahab Almuhtadi (R7).
•NAR Board Vice Chair Fawzi Behmann.
•Distinguished Lecturer/Distinguished Speaker Coordinator Zafar
 Taqvi.
•Past Chair Merrily Hartmann.
•Advisors Richard Miller, Anader Benyamin-Seeyar, Paul Cotae and
 John Lyons.

In addition, we have set up an Awards Committee. 
Meetings of the Board are held monthly 

via telecon and twice a year during the ICC 
and GLOBECOM Conferences. In short, what 
are the activities of the NA Region which the 
NAR Board oversees? 

Bregni: What is your special focus?
Atkinson: The Board oversees the Com-

Soc activities at the Chapter level through 
each of the Region Representatives, main-
taining contact with each of their IEEE 
Region Chapters to assist them by sug-
gesting activities and resolving any issues. 
Special focus is given when a chapter has 
not shown any recent activity as shown on 
the IEEE L31 reports. Additionally, at the 
direction of the Director, each Regional 
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ties, and T. Scott Atkinson, Director of the NA Region
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Table 1. Shares of ComSoc membership 
among the four Regions.

ComSoc Membership

Region Members
Percent 
of total

NA 12,211 42.2

EA 6,787 23.5

LA 1,149 4.0

AP 8,788 30.4

Total 28,935 100.0

Table 2. Members by category in the four Regions.

Region
Higher 
grade

Percent 
of total

Senior 
grade

Percent 
of total

Member 
grade

Percent 
of total

Student 
grade

Percent 
of total

North 
America

11.164 44.1% 2.184 47.7% 7.214 39.3% 873 27.2%

European 
Area

5.813 23.0% 1.178 25.7% 4.333 23.6% 881 27.4%

Latin 
America

845 3.3% 134 2.9% 693 3.8% 291 9.1%

Asia Pacific 7.505 29.6% 1.083 23.7% 6.108 33.3% 1169 36.4%

Total 25.327 100% 4.3579 100% 18.348 100% 3214 100%

MEMBERSHIP SERVICES
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The 2016 International Conference on Advanced Technol-
ogies for Communications (ATC2016) was jointly organized by 
The IEEE Communications Society, The Radio-Electronics Associ-
ation of Vietnam (REV), and VNU University of Engineering and 
Technology in Hanoi, Vietnam, on October 12-14, 2016. The 
technical program of the conference featured 86 papers, includ-
ing 81 oral presentations and five poster presentations. All papers 
are indexed by IEEEXplore. 

The IEEE Communications Society was actively involved in 
the conference organizing committee with Prof. Stefano Bregni 
(IEEE ComSoc Vice-President for Member and Global Activities) 
acting as the Technical Program Co-Chair, Prof. Vijay Bhargava 
(2012–2013 President of IEEE ComSoc) as the Steering Co-chair, 
and Prof. Hikmet Sari (2014–2015 IEEE ComSoc Vice-President 
for Conferences) as the General Co-Chair. The conference was 
also honored to welcome Prof. José Roberto Boisson de Marca, 
2014 President of IEEE, as the Honorary Co-Chair. 

ATC2016 attracted more than 200 scientists and researchers 
from 29 different countries around the world to discuss the latest 
technologies in electronics and communications. Typical dicus-

sion topics included antennas and 
propagation, microwave engi-
neering, communications, signal 
processing, biomedical engineer-
ing, networks, IC and electronics 
design. 

The conference was success-
ful in inviting the world’s lead-
ing researchers to deliver three 
important keynote speeches in 
the area of wireless commu-
nications and multimedia. The 
first speech, entitled “Power Effi-
ciency in Wireless Communica-
tions–A Historical Review,” was 
delivered by Prof. Hikmet Sari, 
Head of the Telecommunica-
tions Department at SUPELEC, 

France, and Chief Scientist of 

Sequans Communications, France. The next keynote speech 
was on “Wireless-Powered Communication Networks: Archi-
tectures, Protocols, and Applications,” given by Prof. Dong In 
Kim, Director of the Cooperative Wireless Communications 
Research Center, Sungkyunkwan University (SKKU), Korea. The 
two speeches garnered the special attention of more than 200 
delegates. The third speech was presented by Prof. Minh N. Do, 
IEEE Fellow, Professor in the Department of Electrical and Com-
puter Engineering at the University of Illinois at Urbana-Cham-
paign (UIUC) on the hot topics of “Quantifying and Extracting 
Visual Information from Mobile Devices.” The technical sessions 
of the conference, with 86 papers, were divided into nine tracks 
and three special sessions running over three consecutive days. 
The conference received 174 submissions, of which 86 papers 
were accepted, for an acceptance rate of 49%. Two excellent 
papers were selected by the technical committee to receive the 
best paper awards. 

The ATC2016 conference was a great opportunity for long-
term and sustainable collaborations between the scientists in Viet 
Nam and other countries. The next conference is scheduled for 
2017 in Quy Nhon, Viet Nam. 

For further information, please see the conference web site 
http://rev-conf.org/. More photos of ATC2016 are available at 
http://rev-conf.org/conferences-photos
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2016 International Conference 
on Advanced Technologies for 
Communications (ATC2016), Hanoi, 
Vietnam
Organized Jointly by the IEEE ComSoc Sister 
Society Radio Electronics Association of 
Vietnam (REV) and the IEEE Communications 
Society
By Duc-Tan Tran, VNU-UET, Viet Nam

Opening ceremony.

Prof. Hikmet Sari delivered keynote speech.

A technical session.

Conferring the best paper award to Dr. 
Pham Ngoc Nam.

CONFERENCE REPORT

http://rev-conf.org/
http://rev-conf.org/conferences-photos
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We are pleased to present the activities of the recent North 
America Regional Chapter Chair’s Congress held in Washington, 
DC USA on December 3rd and 4th, 2016

The meeting was approved by our Vice President, Stefano Breg-
ni, and the ComSoc Board of Governors during meetings at the 
ICC Conference held in Kuala Lumpar, Malaysia, 23-27 May 2016. 
Immediately thereafter, the North America Region Board began 
planning our upcoming meeting at IEEE GLOBECOM 2016.

I would first like to introduce our NA Board, where you can 
find more information on our web site: http://na.regions.comsoc.
org/board/. Our Board is composed of the following volunteers:
Chair (NAR Director): T. Scott Atkinson
Vice Chair: Fawzi Behmann
Past Chair: Merrily Hartmann
DLT/DSP/MDSG Coordinator: Zafar Taqvi
IEEE Region 1 Representative: Ali Abedi
IEEE Region 2 Representative: Kafi Hassan
IEEE Region 3 Representative: Scott Midkiff
IEEE Region 4 Representative: William “Bill” Ashe
IEEE Region 5 Representative: Fawzi Behmann
IEEE Region 6 Representative: Upkar Dhaliwal
IEEE Region 7 Representative & NAR Information Technology
 Coordinator: Wahab Almuhtidi
Advisor (R7 DLT Support): Anadeer Benyamin-Seeyar
Advisor (Conferences): Richard Miller
Advisor: John Lyons
Advisor: Paul Cotae

Our Region is unique in that we cover seven IEEE Regions, 
whereas each of the other ComSoc Regions have one each, 
Regions 8, 9 and 10. Thus, we need to have a rather large Board 
to oversee the activities of the 92 chapters (42% of all ComSoc) 
in the seven Regions.

We operate on a set of ComSoc Policies and Procedures that 
have been approved by the ComSoc Member Global Activities 
Committee and ultimately the ComSoc Board of Governors.

Leading up to the NARCCC at GLOBECOM, we began by 
holding monthly conference calls to develop an agenda for the 
meeting and our approach to inviting the chapter to participate. 
Since we have a large contingent of the ComSoc chapters, we 
divide them into two areas, the Eastern Area and the Western 
Area, and focus our NARCCC on each separately. The last 
NARCCC was held in Austin at the IEEE GLOBECOM 2014 and 
focused on the Western Area Chapters. So in 2016, our focus 

was on the Eastern Area Chapters. Additionally, we included a 
few chapters from Region 5 plus one chapter (Houston) in the 
process of being reactivated. Overall we had representatives 
from 24 chapters: Maine (R1)–Ali Abedi; Montreal (R7)–Reza 
Soleyman; North Jersey (R1)–Amit Patel; Baltimore (R2)–Anna 
Romaniuk; Jamaica (R3)–Devon Gayle; NJ Coast (R1)–New-
man Wilson; Kingston (R7) – Francois Chan; Toronto (R7)–Eman 
Hammad; Ottawa (R7)–Wahab Almuhtadi; London (R7)–Hao 
Lin; New York (R1)–Warner Sharkey; Washington (R2) – Debi 
Siering; Houston (R5)–Russell Roy; Mohawk Valley (R1)–Brian 
Spink; New Hampshire (R1)–Mary Bzezenski; Princeton Central 
Jersey (R1)–Ashutosh Dutta; Worcester County (R1)–Sundar 
Sundaramurthy; Pittsburgh (R2)–Balaji Palanisamy; Austin (R5)–
Fawzi Behmann; San Antonio (R5)–Brian Kelley; Tulsa (R5)–Ali 
Imran; New Orleans (R5)–Richard Miller; San Diego (R6)–Upkar 
W; Galveston Bay (R5)–Zafar Taqvi.

Our agenda included:
•ComSoc President’s Report: Harvey Freeman, President
•Member & Global Activities Report: Stefano Bregni, VP MGA
•ComSoc Financials (Treasurer): Bob Shapiro, Treasurer
•Executive Director’s Report: Susan Brooks, Staff
•Technical Activities & Industry Outreach: Adam Greenberg, Staff
•North America Region Report: T. Scott Atkinson, NA Director.
 During this presentation, Scott passed out a copy of a Vitality
 Checklist for successful IEEE ComSoc Chapters. This Checklist
 can be found on our web site under our RCC tab.
•Chapter Achievement Award (Outstanding Chapter): Wahab
 Almuhtaki, Chair
•Austin Chapter Report: Fawzi Behmann, Chair
•Membership Services: Zhensheng Zhang, MS Director
•Panel Discussion: Merrily Hartmann
•DLT/DSP Updates: Zafar Taqvi
•ComSoc Seminars (5G, Big Data, Iot, Cybersecurity): Ashutosh
 Dutta
•Second Panel Discussion: Merrily Hartmann

Also at lunch we had a special speaker, Mr. Michel Jansan, Open 
Net Ombudsman, U.S. Federal Communications Commission.

All presentations are located on our website:
http://na.regions.comsoc.org/RCC.

Additionally, we announced, thru our IEEE Region Represen-
tatives, the opportunity for all chapters to nominate someone in 
their chapter who had provided exemplary service to their chap-
ter in 2016. Six nominations were received and judged by five 
Board members not associated with those chapters. We required 
at least three votes for an individual to be chosen. There were 
three awards that could be given, which included a plaque and a 
check for $400.00. There were two winners: Raed Abdullah from 
the Ottawa Chapter, and Reza Soleymani from the Montreal 
Chapter. Congratulations to these two outstanding supporters of 
their chapters.

And finally, one of our own long term Society members 
was selected to become “Dirctor Emeritus” for Region 5. Ross 

IEEE ComSoc North-America Regional 
Chapter Chair Congress at IEEE 
GLOBECOM 2016, Washington, DC, USA
By T. Scott Atkinson, NA Region Director, IEEE ComSoc
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Group photo of participants to the IEEE ComSoc North-America Regional Chapter Chair Congress at IEEE GLOBECOM 2016, Washington, DC, USA.
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Anderson was a ComSoc volunteer since 1977, when he was 
Secretary of the 1980 National Telecommunications Conference 
in Houston, TX. He went on to be the Chair of the 1986 National 
Communications Conference, now named IEEE Globecom, and 
became the director of the flagship conference committee and a 
member of the ComSoc Board of Governors as their Treasurer. 
Select members of ComSoc participated in recognizing him at a 
special dinner in his honor on January 21, 2017 in Houston, TX.

Chapter Report/Continued from page 3
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Bregni: Is it possible to attend the NA Board meetings and collabo-
rate on some of its activities?

Atkinson: Yes, certainly. The NA Board is open to any IEEE 
ComSoc member from the NA Region at our Board meetings held 
during each of the two flagship conferences each year, which are 
usually held during the Technical Sessions of GLOBECOM/ICC. I 
hope that as many of our members as possible will get involved 
and serve on one of our Committees, as the best networking often 
occurs when you are working toward a common goal.

Bregni: Now, would you give us a brief overview of the mem-
bership of the NA Region? How are they distributed?

Atkinson: The number of ComSoc members in the NA region 
is 12,211, and this represents 42.2% of the 28,935 ComSoc 
members in total (as of Jan 2017). This is the largest share among 
all Regions, as shown in Table 1. See Table 2 for more details on 
ComSoc membership and the various categories.

Bregni: In 2016, the IEEE NA Region Chapter Achievement 
Award was presented to the Ottawa Communications Society 
Chapter. Could you tell us about this Chapter and what they did 
to be awarded?

Atkinson: My pleasure. Their chapter official IEEE name is 
“Joint Chapter of Communications Society, Broadcast Technolo-
gy Society and Consumer electronics Society.”

The Chapter Chair is Dr. Wahab Almuhtadi, P.Eng. He is a 
professor and coordinator of the Algonquin College–Carleton 
University Joint Degree Program “Bachelor of Information Tech-
nology–Photonics and Laser Technology–BIT-PLT” in the School 
of Advanced Technology, at Algonquin College. Dr. Almuhtadi 
is also the R&D Coordinator at the Algonquin College Faculty of 
Technology and Trades. Dr. Almuhtadi has more than 20 years of 
university and college teaching experience at both the undergrad-
uate and graduate levels. 

During 2016, the Chapter (1) was heavily involved in com-
munications with local industry, academia, Ottawa Tourism and 
the City of Ottawa in the preparation for hosting Conferences 
in Ottawa; (2) co-organized with the student branches and the 
young professionals many events; (3) held five meetings with 
Distinguished Lecturers plus five meetings with other noted tech-
nology speakers; and (4) the Chapter was also heavily involved in 
community technical activities.

To make the selection for the Chapter Achievement Award, 
we examined questionnaires of the chapters, who were reporting 

Membership Services/Continued from page 1

their activities for the previous year. The Ottawa Chapter was 
clearly superior among all those submitted.

Their award was presented during the Luncheon Awards Cere-
mony at the recent IEEE GLOBECOM 2016 Conference in Wash-
ington, DC. To further recognize the Chapter volunteers, I made a 
personal visit to Ottawa to congratulate the various Chapter Lead-
ers, who played a significant role in the success of the Chapter.

Bregni: You just had your NA Region Chapter Congress last 
December at GLOBECOM 2016, in Washington, DC. When do 
you anticipate the next opportunity for another NA Region Chap-
ter Chairs Congress? 

Atkinson: The next opportunity to hold an NA Regional Chap-
ter Chairs Congress could be in 2018, most likely at the IEEE 
International Conference on Communications (ICC) to be held in 
Kansas City, MO, May 19-25.

Bregni: Scott, in conclusion, what would you recall as main 
highlights during your term as Director of the North America 
Region?

Atkinson: Here are some highlights during my term as Director. 
We committed extra time and effort to ensuring that we had 

a fully staffed and active Board. To maintain communications, 
I frequently communicated via phone calls and emails with the 
IEEE Region Representatives to keep them active and informed 
on current activities.

Additionally, we proposed an RCCC in June and delivered a very 
successful RCCC meeting at the IEEE GLOBECOM 2016 in Wash-
ington, DC with 24 Chapters represented. A highlight of the meeting 
included a luncheon speaker, Michael Janson, the Open-Internet-Om-
budsperson for the U. S. Federal Communications Commission. 

To complete the year, we accomplished two additional items 
of note: a personal visit to the chapter winning our Chapter 
Achievement Award, Ottawa, Canada, to congratulate the Chap-
ter leaders on their achievements; and receiving six nominations 
for our Exceptional Service Award and provided, for the first time 
ever, awards to two outstanding chapter individuals in the Mon-
treal and Ottawa chapters.

Visit to the Ottawa Chapter.

www.comsoc.org/gcn
ISSN 2374-1082
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Conference Calendar

2017
A  P  R  I  L
IEEE ISPLC 2017 — IEEE Int’l. Sympo-
sium on Power Line Communications 
and its Applications, 3–5 Apr.
Madrid, Spain
http://isplc2017.ieee-isplc.org/

WTS 2017 — Wireless Telecommunica-
tions Symposium, 26–28 Apr.
Chicago, IL
http://www.cpp.edu/~wtsi/

M  A  Y
IEEE INFOCOM 2017 — IEEE Int’l. Con-
ference on Computer Communications, 
1–4 May
Atlanta, GA
http://infocom2017.ieee-infocom.org/

ICT 2017 — Int’l. Conference on Tele-
communications, 3–5 May
Limassol, Cyprus
http://ict-2017.org/

IFIP/IEEE IM 2017 — IFIP/IEEE Int’l. 
Symposium on Integrated Network Man-
agement, 8–12 May
Lisbon, Portugal
http://im2017.ieee-im.org/

IEEE EIT 2017 — IEEE Int’l. Conference 
on Electro Information Technology, 
14–17 May
Lincoln, NE
http://engineering.unl.edu/eit2017/

ISNCC 2017 — Int’l. Symposium on Net-
works, Computers and Communications, 
17–19 May
Marrakesh, Morocco
http://www.isncc-conf.org/

IEEE ICC 2017 — 2017 IEEE Int’l. Con-
ference on Communications, 21–25 May
Paris, France
http://icc2017.ieee-icc.org/

J  U  N  E
IEEE BlackSeaCom 2017 — IEEE Int’l. 
Black Sea Conference on Communica-
tions and Networking, 5–9 June

Istanbul, Turkey
http://blackseacom2017.ieee-blacksea-
com.org/

GIoTS 2017 — Global Internet of Things 
Summit, 6–9 June
Geneva, Switzerland
http://iot.committees.comsoc.org/glob-
al-iot-summit-2017/

IEEE CTW 2017 — IEEE Communciation 
Theory Workshop, 11–14 June
Natatola Bay, Fiji
http://ctw2017.ieee-ctw.org/

IEEE LANMAN 2017 — IEEE Workshop 
on Local & Metropolitan Area Networks, 
12–15 June
Osaka, Japan
http://lanman2017.ieee-lanman.org/

IEEE SECON 2017 — IEEE Int’l. Confer-
ence on Sensing, Communication and 
Networking, 12–14 June
San Diego, CA
http://secon2017.ieee-secon.org/

EuCNC 2017 — European Conference 
on Networks and Communications, 
12–15 June
Oulu, Finland
http://eucnc.eu/?q=node/156

IEEE/ACM IWQOS 2017 — IEEE/ACM 
Int’l. Symposium on Quality of Service, 
14–16 June
Vilanova i la Geltrú, Spain
http://iwqos2017.ieee-iwqos.org/

IEEE CAMAD 2017 — IEEE Int’l. Work-
shop on Computer Aided Modeling and 
Design of Communication Links and 
Networks, 19–21 June
Lund, Sweden
http://weber.itn.liu.se/~vanan11/CA-
MAD17/

TMA 2017 — Network Traffic Measure-
ment and Analysis Conference, 21–23 
June
Dublin, Ireland
http://tma.ifip.org/

NETGAMES 2017 — Annual Workshop 
on Network and Systems Support for 
Games, 22–23 June
Taipei, Taiwan
http://netgames2017.web.nitech.ac.jp/

CLEEN 2017 — Int’l. Workshop on Cloud 
Technologies and Energy Efficiency in 
Mobile Communication Networks, 22 
June
Turin, Italy
http://www.flex5gware.eu/cleen2017

IEEE HPSR 2017 — IEEE Int’l. Confer-
ence on High Performance Switching 
and Routing, 27–30 June
Campinas, Brazil
http://hpsr2017.ieee-hpsr.org/

J  U  L  Y

IEEE ISCC 2017 — IEEE Symposium on 
Computers and Communications, 3–6 
July
Heraklion, Greece
http://www.ics.forth.gr/iscc2017/index.
html

IEEE NETSOFT 2017 — IEEE Conference 
on Network Softwarization, 3–7 July
Bologna, Italy
http://sites.ieee.org/netsoft/

ICUFN 2017 — Int’l. Conference on 
Ubiquitous and Future Networks, 4–7 
July
Milan, Italy
http://icufn.org/

IEEE ICME 2017 — IEEE Int’l. Confer-
ence on Multimedia and Expo, 10–14 
July
Hong Kong, China
http://www.icme2017.org/

SPLITECH 2017 — Int’l. Multidisciplinary 
Conference on Computer and Energy Sci-
ence, 12–14 July
Split, Croatia
http://splitech2017.fesb.unist.hr/

CITS 2017 — Int’l. Conference on Com-
puter, Information and Telecommunica-
tion Systems, 21–23 July
Dalian, China
http://atc.udg.edu/CITS2017/

ICCCN 2017 — Int’l. Conference on 
Computer Communication and Net-
works, 31 July–3 Aug.
Vancouver, Canada
http://icccn.org/icccn17/

–Communications Society portfolio events appear in bold colored print. 
–Communications Society technically co-sponsored conferences appear in black italic print. 
–Individuals with information about upcoming conferences, Calls for Papers, meeting announcements, and meeting reports should send this information to: IEEE Communications 
Society, 3 Park Avenue, 17th Floor, New York, NY 10016; e-mail: p.oneill@comsoc.org; fax: + (212) 705-8996. Items submitted for publication will be included on a space-available basis.

Updated on the Communications Society’s Web Site
www.comsoc.org/conferences
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Guest Editorial

Fog rises as cloud descends to be closer to the end users. 
Building on the foundation of past work in related areas 
and driven by emerging new applications and capabili-

ties, fog computing and networking is now presenting unique 
opportunities to university researchers and the industry. 

This Feature Topic in IEEE Communications Magazine 
consists of overview articles that span much of this grow-
ing terrain of fog. Due to a much higher volume of sub-
missions than expected, we could only accept a small 
portion of the submitted manuscripts even after expanding 
the Feature Topic into two parts, Part 1 in April and Part 
2 in August. An exciting new area often faces questions 
about its scope. In a separate short article immediately 
following this editorial, the guest editors together provide 
a tutorial in the form of a Q&A. Here in the rest of this 
editorial, we highlight the articles appearing int Part 1 of 
this Feature Topic.

“Optimizations and Economics of Crowdsourced 
Mobile Streaming” identifies the increasing demand for 
mobile video streaming. It is timely and interesting to read. 
The article proposes to use edge resources in a cooper-
ative manner, which is to be enabled by fog computing. 
It opens with a descriptive section listing four types of 
cooperative video streaming models that pool various 
network resources effectively in different application sce-
narios. They are mobile peer-to-peer (MP2P), device-
to-device (D2D), (3) bandwidth aggregation (BA), and 
crowdsourced mobile streaming (CMS). The authors then 
focus on the CMS model and introduce the corresponding 
optimization methods for efficient resource allocation, as 
well as economic incentives. Finally, the current challenges 
and the areas of interest in cooperative video streaming 
models are summarised.

Another article, “Fog-Based Transcoding for Crowd-
sourced Live Streaming” (CLS) looks at a very similar if not 
the same application in fog networks. The approach of 
transcoding is not a novel method, but the analysis that leads 
to the selection of viewers for video transcoding is. One of 
the noteworthy contributions of this article is that the authors 
propose a novel framework of a CLS system and provide 
experimental results to uphold their arguments. Specifically, 

the analysis of Twitch TV viewers’ behavior and the imple-
mentation of the presented concept in a PlanetLab environ-
ment are interesting.

Fog networks face redundancy. They can leverage redun-
dancy for robustness, and they must manage redundancy to 
strike trade-offs. In the article “Coding for Distributed Fog 
Computing,” the authors provide a unifying framework for 
managing redundancy by optimizing coding. They illustrate 
the framework with two important special cases: minimum 
bandwidth coding and minimum latency coding. At the heart 
of the design choice is the trade-off between computation 
latency and communication load as modulated through cod-
ing. 

As a continuum from cloud to things, fog physically and 
functionally bridges the capabilities offered in cloud and 
those on the edge of networks. Smartphones offer a natural 
point for such a bridge. In the article “RAINA: Reliability and 
Adaptability in Android for Fog Computing,” the authors 
present such an architecture and zoom in on a particularly 
important attribute: the predictability of smartphones’ ser-
vice in bridging cloud and edge. The article overviews the 
challenges and proposes strategies for this key aspect of a 
smartphone-oriented fog architecture. 

Cloud-RAN has been discussed as a radio access network 
(RAN) technology for over a decade now. Fog-RAN is now 
rising as an alternative for decomposing the functionalities of 
5G cellular networks along the edge and into the devices. In 
the article “5G Radio Access Network Design with Fog Para-
digm: Confluence of Communications and Computing,” the 
authors discuss some of the key design issues, such as traffic 
forwarding, content caching, interworking, and security in 
Fog-RAN. Special attention is paid to the promise of commu-
nication and computation coming together. 

Mobile edge computing (MEC) extends the cloud com-
puting to the edge of the RAN. The article “Collaborative 
Mobile Edge Computing in 5G Networks: New Paradigms, 
Scenarios, and Challenges” shows the authors’ vision on how 
context-aware collaboration among MEC servers and end-us-
er devices can help achieve low-latency, high-bandwidth, 
and agile mobile services for 5G. In particular, they present 
three representative use cases, ranging from computation 

Fog Computing and Networking: Part 1

Mung Chiang Sangtae Ha Chih-Lin I Fulvio Risso Tao Zhang
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orchestration, to collaborative video caching and processing, 
to interference cancellation.

In the August issue, Part 2 of this Feature Topic will appear 
along with an editorial introducing those papers. 

Biographies
Mung Chiang (chiangm@princeton.edu) is an Arthur LeGrand Doty Professor of 
Electrical Engineering at Princeton University. He serves as inaugural Chairman of the 
Princeton Entrepreneurship Council and Director of the Keller Center for Innovation 
in Engineering Education. The recipient of a Waterman Award, an IEEE Tomiyasu 
Award, and a Guggenheim Fellowship, he works in areas such as NUM, SDP, and fog. 
He created the Princeton Edge Lab and co-founded the OpenFog Consortium. His 
MOOC reached 250,000 people, and his textbook received an ASEE Terman Award. 

Sangtae Ha is an assistant professor in computer science at the University of Col-
orado Boulder. He received his Ph.D. in computer science from North Carolina 
State University. He is a co-founder and founding CTO/VP Engineering of DataMi, 
a mobile network startup. His research focuses on building and deploying practical 
network systems. He received the INFORMS ISS Design Science Award in 2014, 
and serves as an Associate Editor for the IEEE Internet of Things Journal.

Chih-Lin I received her Ph.D.E.E. from Stanford University. She is CMCC Chief Sci-
entist of Wireless Technologies, launched 5G R&D in 2011, and leads the C-RAN, 
Green, and Soft initiatives. She was on the IEEE ComSoc Board, GreenTouch EB, 
IEEE M&C Board Chair, and WCNC SC Founding Chair. She is on the IEEE 5G 
Initiative SC and Publication WG Chair, ComSoc SPC and SDB, ETSI/NFV NOC, 
WWRF SB, and Singapore NRF SAB. She received the IEEE Transactions on Com-
munications Best Paper Award and the ComSoc Industrial Innovation Award.

Fulvio Risso (Italy, 1971) received his B.Sc. and Ph.D. degrees from Politecnico 
di Torino, Italy, in 1995 and 2000, respectively. Since 2000, he has been with the 
Politecnico di Torino, where he is currently an associate professor and in charge 
of the Network and Multimedia Lab. His main areas of research interest are high-
speed and flexible in-network processing, SDN, and NFV. He is an author of 90+ 
papers and is very active in open-source software, starting with WinPcap in 1999.

Tao Zhang [F] joined Cisco in 2012 as the chief scientist of its Smart Connect-
ed Vehicles business. He is a cofounder and Board Director of the Open Fog 
Consortium, and the CIO and a member of the Board of Governors of IEEE 
Communications Society. He has been directing R&D for over 25 years, holds 
50+ U.S. patents, and has co-authored two books, Vehicle Safety Communications: 
Protocols, Security, and Privacy (2012) and IP-Based Next Generation Wireless 
Networks (2004).

Call for Papers

IEEE Communications Magazine

Green Communications and Computing Networks Series

Background
Green Communications and Computing Networks is published semi-annually as a recurring Series in IEEE Communications Magazine. The objective of this Series is 
to provide a premier forum across academia and industry to address all important issues relevant to green communications, computing, and systems. The Series will 
explore specific green themes in depth, highlighting recent research achievements in the field. Contributions provide insight into relevant theoretical and practical 
issues from different perspectives, address the environmental impact of the development of information and communication technologies (ICT) industries, discuss the 
importance and benefits of achieving green ICT, and introduce the efforts and challenges in green ICT. This Series welcomes submissions on various cross-disciplinary 
topics relevant to green ICT. Both original research and review papers are encouraged. Possible topics in this series include, but are not limited to:
• Green concepts, principles, mechanisms, design, algorithms, analyses, and research challenges 
• Green characterization, metrics, performance, measurement, profiling, test-beds, and results
• Context-based green awareness     • Energy efficiency     • Resource efficiency     • Green wireless and/or wireline communications
• Use of cognitive principles to achieve green objectives     • Electromagnetic pollution mitigation
• Sustainability, environmental protections by and for ICT     • ICT for green objectives     • Environmental monitoring
• Non-energy relevant green issues, and/or approaches
• Power-efficient cooling and air-conditioning     • Green software, hardware, device, and equipment
• Green data storage, data centers, contention distribution networks, cloud computing     • Green smart grids
• Energy harvesting, storage, transfer, and recycling
• Relevant standardizations, policies and regulations 
• Green security strategies and designs     • Green engineering, agenda, supply chains, logistics, audit, and industrial processes
• Green building, factory, office, and campus designs     •Application layer issues      • Green scheduling and/or resource allocation
• Green services and operations     • Approaches and issues of social networks used to achieve green behaviours and objectives
• Economic and business impact and issues of green computing, communications, and systems
• Cost, OPEX and CAPEX for green computing, communications, and systems     • Roadmap for sustainable ICT
• Interdisciplinary green technologies and issues     • Recycling and reuse
• Prospect and impact on carbon emissions & climate policy
• Social awareness of the importance of sustainable and green communications and computing

Submission Guidelines
Prospective authors are strongly encouraged to contact the Series Editor with a brief abstract of the article to be submitted, before writing and submitting an article in 
order to ensure that the article will be appropriate for the Series. All manuscripts should conform to the standard format as indicated in the submission guidelines at 

http://www.comsoc.org/commag/paper-submission-guidelines 

Manuscripts must be submitted through the magazine’s submissions Web site at

http://mc.manuscriptcentral.com/commag-ieee

You will need to register and then proceed to the Author Center. On the manuscript details page, please select “Green Communications and Computing Networks 

Series” from the drop-down menu. 

Schedule for Submissions
Scheduled Publication Dates: Twice per year, May and November

Series Editors
Jinsong Wu, Alcatel-Lucent, China, wujs@ieee.org
John Thompson, University of Edinburgh, UK, john.thompson@ed.ac.uk
Honggang Zhang, UEB/Supelec, France; Zhejiang Univ., China, honggangzhang@zju.edu.cn
Daniel C. Kilper, University of Arizona, USA, dkilper@optics.arizona.edu
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1. What Is Fog Computing and How Is It Different 
from Edge Computing?

Fog computing is an end-to-end horizontal architecture that dis-
tributes computing, storage, control, and networking functions 
closer to users along the cloud-to-thing continuum. 

The word “edge” may carry different meanings. A common 
usage of the term refers to the edge network as opposed to 
the core network, with equipment such as edge routers, base 
stations, and home gateways. In that sense, there are several 
differences between fog and edge. 

First, fog is inclusive of cloud, core, metro, edge, clients, and 
things. The fog architecture will further enable pooling, orches-
trating, managing, and securing the resources and functions 
distributed in the cloud, anywhere along the cloud-to-thing 
continuum, and on the things to support end-to-end services 
and applications. Second, fog seeks to realize a seamless con-
tinuum of computing services from the cloud to the things 
rather than treating the network edges as isolated computing 
platforms. Third, fog envisions a horizontal platform that will 
support the common fog computing functions for multiple 
industries and application domains, including but not limited 
to traditional telco services. Fourth, a dominant part of edge 
is mobile edge, whereas the fog computing architecture will 
be flexible enough to work over wireline as well as wireless 
networks.

2. Is Fog Just a Smaller Cloud?
First, the size of the fog is flexible — it can range from a sin-
gle small fog node to large fog systems comparable to existing 
clouds, depending on the application needs.

While fog will bring many cloud-like services closer to end 
users and can have smaller footprints than the cloud, it has 
a different vision from that of smaller or mini-clouds. Mini-
clouds tend to be designed as isolated computing platforms. 
Fog envisions a seamlessly integrated cloud-fog-thing architec-
ture to enable computing anywhere along the cloud-to-things 
continuum. Fog-to-cloud and fog-to-fog interactions will there-
fore be a focus of an end-to-end fog computing architecture 
to distribute computing functions, and then manage, pool, 
orchestrate, and secure the distributed resources and func-
tions. Fog may form a hierarchical architecture between the 
cloud and the things, with fog nodes at different architectural 
levels collaborating with each other to support end-to-end 
applications.

Fog also concerns the control of cyber-physical systems and 
D2D communication, in addition to computation and storage in 
clouds, big or small. 

3. Is Fog Equivalent to IoT?
Fog is an architecture. The Internet of Things (IoT) often refers 
to a set of services and applications.

An architecture decides the allocation of functionalities. It 
formulates and answers questions such as “who does what, and 
at what timescale and location?” An architecture supports many 
applications, some in existence today and others more futuristic.

For example, TCP/IP represents an Internet architecture. It 
includes several key principles, such as addressing, and alloca-
tion of functionalities, such as congestion-independent, hop-
by-hop routing, and congestion-dependent, end-to-end session 
control. Applications that leverage TCP/IP have come from a 
wide and increasing range: from the web to emails and from 
P2P to video streaming.

The relationship between fog and IoT is similar to that 

between the Internet architecture and the web applications. Fog 
also supports other areas of applications, such as those in fifth 
generation (5G) cellular or embedded artificial intelligence.

4. Is Fog for Computation, or Communication, or 
Control?

Fog is an umbrella term that includes an architecture for com-
putation, an architecture for communication, an architecture for 
storage, and an architecture for control (both control of the 
network itself and networked control in cyber-physical systems).

For example, fog computing explores new ways to decom-
pose a computational task so as to match an underlying compu-
tation substrate that is heterogeneous (in hardware and software 
capabilities), volatile (in availability, mobility, and security), and 
constrained (by bandwidth or battery). Fog communication 
explores how devices may talk to each other despite intermit-
tent global connectivity. Fog control explores how clients might 
crowd-sense network conditions and self-configure, and how to 
leverage small and almost deterministic latency to enable feed-
back control loops.

5. What Are the Unique Advantages Offered by Fog? 
Unique advantages that are potentially offered by fog can be 
summarized with an acronym: “SCALE.” These advantages in 
turn enable new services and business models, and may help 
broaden revenues, reduce cost, or accelerate product rollouts.

Security: While fog faces unique security challenges, it also 
offers certain advantages. In particular, by reducing the distance 
that information needs to traverse, there is less chance of eaves-
dropping. By leveraging proximity-based authentication challeng-
es, identity verification can be strengthened.

Cognition: Awareness of client-centric objectives. A fog 
architecture, aware of customer requirements, can best deter-
mine where to carry out the computing, storage, and control 
functions along the cloud-to-thing continuum. Fog applications, 
being close to the end users, can be built to be better aware of 
and closely reflect customer requirements.

Agility: Rapid innovation and affordable scaling. It is usually 
much faster and cheaper to experiment with client and edge 
devices rather than waiting for vendors of large network and 
cloud boxes to initiate or adopt an innovation. Fog will make it 
easier to create an open marketplace for individuals and small 
teams to use open application programming interfaces (APIs), 
open software development kits (SDKs), and the proliferation of 
mobile devices to innovate, develop, deploy, and operate new 
services.

Latency: Real-time processing and cyber-physical system con-
trol. Fog enables data analytics at the network edge and can 
support time-sensitive control functions for local cyber-physical 
systems. This is essential for not only commercial applications but 
also for the Tactile Internet vision to enable embedded AI applica-
tions with millisecond reaction times.

Efficiency: Pooling resources along the cloud-to-thing con-
tinuum. Fog can distribute computing, storage, and control 
functions anywhere between the cloud and the endpoint to 
take full advantage of the resources available along this con-
tinuum. It can also allow applications to leverage otherwise 
idle computing, storage, and networking resources abundantly 
available on network edge and end-user devices such as tab-
lets, laptops, smart home appliances, connected vehicles and 
trains, and network edge routers. Fog’s closer proximity to 
the endpoints will enable it to be more closely integrated with 
end-user systems to enhance overall system efficiency and per-

Clarifying Fog Computing and Networking: 10 Questions and Answers
By Mung Chiang, Sangtae Ha, Chih-Lin I, Fulvio Risso, and Tao Zhang
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formance. This is especially important for performance-critical 
cyber-physical systems.

6. Is Fog Good or Bad for Security and Privacy? 
Fog systems and applications will often be distributed and oper-
ated remotely. Some fog systems can also be resource-con-
strained. Compared to centralized clouds, such distributed, 
remote, and resource-constrained fog systems pose additional 
security challenges often encountered in distributed systems. 
On the other hand, fog can bring more processing resources 
closer to the endpoints to help better protect the vast popu-
lation of diverse endpoints that often do not have sufficient 
resources to adequately protect themselves. In other words, 
fog systems can provide a wide range of local security services 
to make the IoT as a whole more secure. For example, fog 
systems can perform local security monitoring, local threat 
detection, and local threat protection functions on behalf of 
the endpoints. Fog nodes can also serve as proxies of the end-
points to help manage and update the security credentials and 
software on the endpoints, eliminating the often impractical 
needs for all the endpoints to directly communicate with the 
remote cloud for such functions.

7. Will the Need for Fog Diminish as Network 
Capacity and Delay Improve over Time?

While it is true that a primary benefit of fog computing is its abil-
ity to reduce latency and delay, the drivers for fog go far beyond 
pure latency issues to include a variety of operational, regulato-
ry, business, and reliability issues. 

For example, instead of the traditional way of adding new 
applications by adding dedicated new local servers and network-
ing gear, fog can provide a common end-to-end platform for all 
services provided to each customer. This can provide a unified 
platform to support life cycle management, networking, and 
security for all applications, which will reduce system complexity 
and costs and also allow applications from different providers to 
better interact with each other rather than stay siloed on their 
dedicated hardware and software platforms. Fog can enable crit-
ical services to be operated autonomously or managed from the 
cloud, the perimeter, or a variety of points in the network. Fog is 
equally advantageous for areas where network connectivity can 
be unreliable due to weather or other conditions. It can also sig-
nificantly reduce network bandwidth loads through its proximity 
to where the data is generated. With fog, local operational and 
business policies can be applied to enable more efficient local 
data processing and analytics on premises.

As another example in cellular networks, cloud RAN, with 
centralized or distributed network architecture, has the advan-
tage of being physically close to the end users and the capabili-
ty of utilizing the network resources at the edge. Consequently, 
the cloud radio access network (C-RAN) will be an integral part 
of the solution to meet stringent network delay requirements 
that the traditional RAN network may fail to meet. Consequent-
ly, the Third Generation Partnership Project (3GPP) is now dis-
cussing a RAN architecture that contains both the central units 
and the distributed units. Extending prior notions in C-RAN, fog 
network is unique in the sense that the end user computing 
and storage resource is considered as an integral part of the 
whole network, by forming ad hoc subnets among end nodes. 
Careful exploitation of such features will bring unique values 
for fog networks.

8. What New Technologies and Standards, If Any, 
Do We Need to Develop for Fog?

Fog systems will need to interact with each other, with the 
clouds, and with a diverse range of user end devices. Therefore, 
the success and wide adoption of fog computing will rely on 

standards. While fog computing can benefit from many existing 
standards, new standards may also be required, for example, in 
the following areas: 

Building unified fog-cloud platforms: Interfaces and pro-
tocols for the fog and the cloud to interact with each other 
to enable unified cloud-fog service platform and applications, 
move computing functions and applications between the 
cloud and the fog, pool resources distributed in the cloud 
and the fog, and manage the life cycle of the fog systems and 
applications. 

Support distributed and hierarchical fog systems over possi-
bly heterogeneous, volatile, and constrained physical resourc-
es: interfaces and protocols for different hierarchical levels in 
a fog system to interact with each other, and for different fog 
systems at the same hierarchical level to collaborate with each 
other to serve as each other’s backup. 

Access to fog services: A fog system, bringing resources 
closer to end users, can enable a wide range of new fog-based 
services. Standards will be required for users and their devices to 
interact with the fog system to discover, request, and receive fog 
services. So will automatic and lightweight bidding mechanisms 
for access to fog resources and services to reinforce the eco-
nomic sustainability of the fog computing model, and enabling 
economic transactions.

Data management: Local processing and management of 
data is one of the important drivers for fog computing. Data, 
however, comes from an increasingly wide range of sources. 
Data management also imposes widely diverse requirements 
from industry to industry. New standards may be required to 
manage the diverse data, such as storing, accessing, and secur-
ing the data distributed in the fog and cloud.

Security and privacy: A distributed and remotely oper-
ated fog system can pose new security chal lenges not 
present in central ized systems. Addressing these new 
challenges may require new standards. For example, fog 
computing will need to run a diverse set of local hardware 
platforms. Therefore, new interfaces may be required for 
fog software to interact with the various hardware plat-
forms, which may be provided by different vendors, to 
ensure a trusted computing environment. New interfaces 
and protocols may be required for automatic detection 
of security compromises in a distributed and remote fog 
system, and also for remote and automatic responses to 
security compromises. 

Furthermore, although standards may exist for some fog com-
puting needs, additional requirements in fog computing environ-
ments (e.g., low-latency, large number of resource-constrained 
devices) may necessitate new standards that are more suitable 
for fog computing environments. 

9. What New Research Challenges Do We Have to 
Address to Enable Fog?

Research challenges in fog span a wide range: from compu-
tation decomposition over heterogeneous and constrained 
nodes to cloud-fog interface definition, from state consisten-
cy in dispersive computing to elastic storage over volatile 
substrate, from pricing for economic incentives to scalable 
security measures. Fundamental to these topics is the intrinsic 
trade-off between “local” and “global” and between “brick” 
and “click” as we slide between cloud and things in decid-
ing where to allocate a function and how to glue them back 
together. 

For example, fog computing enables a complex service 
to possibly be delivered through a set of elementary soft-
ware elements that operate on heterogeneous nodes, such 
as end user terminals and local servers, but also network ele-
ments and data centers. The problem of the orchestration of 
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the above complex services is definitely an important chal-
lenge, complicated by the highly dynamic environment, the 
many fog-enabled applications installed on end user devices 
and things, and the necessity to support different adminis-
trative domains, to adapt the service to the extreme hetero-
geneity of the infrastructure, and to adapt the service (and 
the orchestration algorithms) to the external environment. 
For instance, fog applications cannot always count on the 
availability of powerful computing devices that can execute 
complex orchestration algorithms; in critical conditions (e.g., 
broken infrastructure as in the case of an earthquake), the fog 
infrastructure has to be able to orchestrate services even in 
the presence of limited computing capabilities, with an intrin-
sic degree of resiliency. Along this line, another important 
challenge is the capability to create self-adapting applications, 
which are able to automatically adapt their behavior based 
on the surrounding environment, for example, in case some 
required services (e.g., high-capacity storage or a high-pre-
cision sensor) cannot be reached, while still being able to 
deliver the service the user is expecting, albeit with some 
degradation.

10. What Commercial Opportunities Will Fog Bring?
Fog computing will bring many new commercial opportunities and 
will disrupt the existing industry landscapes and business models, 
disrupting the balance of power along the industry food chain. 

For example, networking functions (e.g., routing and switch-
ing), application servers, and storage functions are already con-
verging into integrated “fog nodes”: edge devices that integrate 
edge router and local application server and storage functions 
are already commercially available. The emerging fog systems 
will empower the cloud to do what it cannot effectively do 
today by, for example, acting as proxies to connect and then 
provide cloud services to the many devices that cannot be prac-
tically connected to the cloud directly. A growing range of inno-
vative fog-based services, including fog systems and services as 
a service, will emerge. The cloud and the fog will converge into 
unified end-to-end platforms and provide integrated services and 
applications, creating opportunities for fundamental disruptions 
to the existing cloud computing business models. Players of all 
sizes will be able to deploy fog systems and operate fog ser-
vices. And the list goes on.
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Abstract

Mobile video traffic accounts for more than 
half of the global mobile data traffic nowadays, 
and the ratio is expected to further increase in 
the near future. However, providing high quality 
of experience for video streaming in mobile net-
works is challenging due to the heterogeneous 
and varying wireless channel conditions. To meet 
the increasing demand of high-quality mobile 
video streaming services, researchers have pro-
posed several cooperative video streaming mod-
els that enable mobile users to download video 
contents cooperatively. The key idea is to pool 
network edge resources so as to either alleviate 
the load on the video servers and the cellular net-
work, or alleviate the impact of channel variations 
and improve resource utilization. In this article, 
we review four types of cooperative video stream-
ing models that pool various network resources 
effectively in different application scenarios. Then 
we focus on the crowdsourced mobile stream-
ing model, which aims to pool users’ download 
capacities in order to alleviate the impact of chan-
nel variations and achieve efficient utilization of 
network resources. We introduce the correspond-
ing optimization issue of efficient resource alloca-
tion and the economic issue of user cooperation. 
We also outline future challenges and open issues 
in cooperative video streaming models.

Introduction
With the development of mobile networks and 
mobile devices, users now are capable of enjoy-
ing video streaming services over mobile net-
works. Cisco reported, in February 2016, that the 
mobile video traffic already accounted for 55 per-
cent of total mobile traffic, and it is expected to 
grow at an annual rate of 62 percent in the next 
few years [1]. The heavy video traffic challenges 
mobile network infrastructure and video servers. 
Compared to users in wired networks, mobile 
users experience heterogeneous and time-vary-
ing channel conditions and network resources, in 
the sense that different users will have different 
achievable data rates depending on, for exam-
ple, their network operators and locations. The 
heterogeneity and variation induce challenges for 
providing high-quality, stable, and smooth mobile 
video streaming experiences to mobile users.

To address the challenges, adaptive bit rate 

(ABR) streaming [2] has been proposed and 
widely used for wireless video streaming. Recent 
standards and commercial instances of ABR 
include MPEG Dynamic Adaptive Streaming over 
HTTP, Apple HTTP Live Streaming, and Microsoft 
Smooth Streaming. In ABR, a video source is par-
titioned into multiple small video pieces, called 
segments, and each segment is encoded at mul-
tiple bit rates. Mobile users can choose the bit 
rate of each segment and hence can dynamical-
ly adapt their videos to their heterogeneous and 
time-varying network conditions.

Through a proper bit rate adaptation meth-
od (i.e., how a user should choose the bit rate 
of each segment), ABR enables video streaming 
services to better adapt and utilize a user’s wire-
less resources. The user’s quality of experience 
(QoE), however, is still restricted by the video 
server bandwidth and the user’s own channel 
conditions. The adoption of cloud computing may 
alleviate the load on the video server through off-
loading upload bandwidth to the cloud. Howev-
er, cloud-based video streaming may further add 
additional delay in the system, and does not help 
resolve the limitation due to the user’s own chan-
nel conditions. On the other hand, through edge 
resource pooling in the framework of fog com-
puting, one can effectively integrate the commu-
nication resources of multiple edge devices and 
exploit the diversity of users’ channel conditions. 
Such edge resource pooling can reduce video 
server load (through letting edge devices serve 
video users with their available contents) as well 
as increase network reliability, flexibility, and effi-
ciency, which is especially useful for mobile net-
works with heterogeneous and varying channels.

Inspired by these ideas, researchers have 
proposed several models for cooperative video 
streaming:
•	 Mobile peer-to-peer (MP2P) model [3], where 

video users partially fulfill the role of servers 
by forwarding their downloaded videos to 
other video users through the Internet

•	 Device-to-device (D2D) model [4], where 
video users exchange their download-
ed video segments to nearby video users 
through short-distance D2D wireless links

•	 Bandwidth aggregation (BA) model [5], 
where a video user and his/her nearby idle 
users pool their network resources for this 
single video user’s streaming need
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•	 Crowdsourced mobile streaming (CMS) 
model [6–8], where nearby video users that 
watch different videos pool their network 
resources to download the videos
In these models, the MP2P model pools peers’ 

uplink network capacities to the Internet to alle-
viate server load; the D2D model pools down-
loaded segments to alleviate server and cellular 
network load; and the  and BA and CMS models 
pool downloaded network resources to increase 
resource efficiency and alleviate the impact of 
channel variations.

In order to effectively support these cooperative 
models, research needs to address three key issues:
•	 Technical issues: How are real-world cooper-

ative video streaming systems constructed, 
including designing the cooperative struc-
tures and managing the channel interferenc-
es due to cooperations?

•	 Optimization issues: How is the video 
streaming operation scheduled among mul-
tiple users, including bit rate adaptation and 
resource allocation?

•	 Economic issues: How are incentive mech-
anisms designed to motivate users to share 
resources cooperatively?
In this article, we provide a comprehensive 

understanding of the cooperative video streaming 
model so as to illuminate the key ideas, challenges, 
and possible solutions for the edge resource pool-
ing approach in fog computing. We first provide 
an overview of several cooperative video stream-

ing models and a further introduction on the key 
issues. We then focus on the CMS model, as it 
considers the most complicated scenario in which 
different video users watch different videos. We dis-
cuss both offline and online scheduling algorithms 
for achieving efficient or nearly efficient resource 
allocation, and describe a truthful incentive mech-
anism that effectively motivates user cooperation. 
Finally, we outline some future challenges and 
open issues for cooperative video streaming.

Cooperative Video Streaming
Overview of Cooperative Video Streaming

Cooperative video streaming enables mobile users 
to cooperate and share their wireless links or down-
loaded resources in order to enhance the video 
streaming experiences of some or all of the users. In 
this section, we introduce four types of cooperative 
streaming models and compare their key features.

The MP2P model is the P2P model applied 
in mobile networks. In MP2P, mobile users with 
some downloaded segments can forward those 
segments to other users in need to partially ful-
fill the role of a video server. Figure 1a shows an 
example of the MP2P model: user A downloads 
segment 1 of video a directly from the server, 
and downloads segments 2 and 3 of video a from 
users B and C, respectively. In the D2D model, 
mobile users share their downloaded segments 
with nearby mobile users through D2D wireless 
links, such as WiFi or Bluetooth. As shown in Fig. 
1b, the three users download segments from the 

The MP2P model is 

the peer-to-peer (P2P) 

model applied in 

mobile networks. In 

MP2P, mobile users 

with some downloaded 

segments can forward 

those segments to other 

users in need, to par-

tially fulfill the role of a 

video server.

Figure 1. Cooperative video streaming: a) MP2P model; b) D2D model; c) BA model; d) CMS model.
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severs and share them through D2D links. In the 
BA model, a video user and his/her nearby idle 
users pool their network resources for the sin-
gle video user’s streaming. For example, in Fig. 
1c, user A is the only user who watches a video. 
Users B and C download segments 2 and 3 for 
user A, respectively, and forward them to him/
her through D2D links. In the CMS model, mobile 
video users pool their network resources to satis-
fy all the users’ different video streaming needs. 
Such a model takes care of the load balancing 
issue among mobile users naturally, as it intends 
to properly allocate the network resources among 
mobile users to maximize social welfare. Figure 1d 
shows an example where three users watch differ-
ent videos. User B has a better downlink channel, 
so he/she not only downloads two segments of 
video b for him/herself, but also downloads one 
segment of video a and one segment of video c 
to satisfy the needs of users A and C, respectively.

Table 1 provides further comparisons among 
these models in other dimensions: interaction, 
whether the cooperation happens among remote 
users via the Internet or local users; video session, 
how many users watch videos; and video number, 
how many videos the users watch (if more than 
one, different users may watch different videos).

Key Issues

Here we discuss three key issues of cooperative 
video streaming in a bit more detail.

The first type are technical issues in constructing 
these cooperative video streaming models. First, 
how do we enable cooperative structures? For the 
MP2P model, although wired P2P structure can 
be implemented in MP2P, MP2P has to address 
new challenges: varying wireless channel (mostly 
caused by device mobility) and limited device stor-
age capacity. The varying channels make it hard for 
uploading users to maintain stable upload speeds, 
and the limited device storage capacity makes it 
unreasonable to store a large number of segments 
in mobile devices. For the other three models, the 
key challenges include how to discover and estab-
lish D2D connections with limited device energy 
capacity, and how to enable simultaneous data 
transmission and reception through multiple inter-
faces (e.g., downlink cellular interface and D2D 
interface). There have been several recent efforts 
in designing cooperative structures to overcome 
these challenges, such as [5] for the BA model. 
Second, how do we manage the interference in 
the cooperative frameworks, for example, the inter-
ference between cellular and D2D links as well 
as the interference among D2D links themselves? 
This issue is most relevant in the context of D2D 

communications; so many existing proposals (e.g., 
[9]) can be implemented. For example, spectrum 
splitting, which separates the spectrum usage for 
cellular and D2D links, can be used for handling 
the interference between cellular and D2D links, 
and power control and radio resource allocation, 
which optimize the power and spectrum alloca-
tion, respectively, among multiple D2D pairs, can 
be used for handling the interference among D2D 
links.

The second type are optimization issues on bit 
rate adaptation — how video users select the bit rates 
of their segments to enhance their video quality of 
experience — and resource allocation — how the 
network resources should be allocated to achieve 
certain objectives, such as social welfare maximi-
zation. The common key challenge for addressing 
both issues is the asynchronous downloading oper-
ation among users. Cao et al.  [4] studied a D2D 
group formation problem for scheduling video seg-
ments among users in the D2D model. Lin et al. [6] 
attempted to overcome this issue by studying a vir-
tual synchronous downloading operation for under-
standing the bit rate adaptation and the resource 
allocation in the asynchronous CMS model. How-
ever, completely and effectively addressing the asyn-
chronous operation is still an open issue.

The third type are economic issues on incen-
tive mechanism design. Sharing resources is 
always costly, especially for mobile users who 
have limited communication, storage, and battery 
resources. Hence, we need an effective incentive 
mechanism to motivate users to share and coop-
erate. A key challenge for incentive mechanism 
design is private user information. The issue is par-
ticularly complicated in cooperative video stream-
ing because the video segments are encoded at 
multiple bit rates, and users can have different pri-
vate valuations for the segment encoded at each 
bit rate. Kang et al. [3] proposed a credit-based 
incentive mechanism for MP2P streaming, with 
the goal of jointly maximizing the revenue of 
the helper and the utility of the help receiver. 
The authors in [3] focused on the uploading and 
downloading bandwidth allocation, while ignoring 
the situation of multi-bit-rate encoded streaming. 
Ming et al. [7] proposed a truthful auction mech-
anism in the CMS model, with the goal of max-
imizing social welfare through proper resource 
allocation and bit rate adaptation, simultaneously 
providing sufficient motivations for the helper.

Crowdsourced Mobile Streaming
Among the four cooperative models, the CMS 
model focuses on the most general (and arguably 
most commonly encountered) scenario in which 

Table 1. Model comparisons.

Models MP2P model [3] D2D model [4] BA model [5] CMS model [6–8]

Pooled resources Upload capacity Downloaded segments Download capacity Download capacity

Key objective
Alleviate server 

congestion
Alleviate server and 

cellular load
Increase resource 

efficiency
Alleviate channel variations; 
increase resource efficiency

Scenario

Interaction Internet Local Local Local

Video session Multiple Multiple One Multiple

Video number One One One Multiple
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different users watch different videos. In this 
model, mobile users not only download videos 
asynchronously, as in the BA and D2D models, 
but also request and watch videos asynchronously 
from different video servers. Hence, it is challeng-
ing to properly schedule the asynchronous coop-
eration and satisfy all the users’ heterogeneous 
requirements. It can also be difficult to accurately 
evaluate users’ contributions for helping other 
users with different videos and bit rate require-
ments. In this section, we concentrate on the 
CMS model, discussing its optimization and eco-
nomic issues.

In the CMS model, mobile users pool their 
resources for more effective video stream-
ing. Through effective allocation of the network 
resources of all the users, the crowdsourced frame-
work can reduce the impact of cellular link vari-
ations at individual levels and exploit the positive 
network effects (i.e., users’ heterogeneous cellular 
links and video requirements). Social welfare in 
the CMS model is the total welfare achieved by all 
users, and is defined as the difference between the 
users’ QoE and the users’ cost. The QoE depends 
on video qualities, rebufferings, and quality deg-
radations, while the cost depends on energy con-
sumption and cellular data payment [10].

Next we introduce solutions to optimization 
issues and economic issues in the CMS model. 
For the optimization issues, we aim to properly 
schedule the cooperation and bit rate adaptation 
to maximize social welfare in an offline sched-
uling operation benchmark and online sched-
uling operation. For each video user, we need 
to decide when and for whom he/she is going 
to download segments at what bit rates. For the 
economic issues, we aim to design an incentive 
mechanism that can motivate a user to truthfully 
reveal the user’s private information and achieve 
social welfare maximization. For each video user, 
we need to decide how much he/she should be 
paid when he/she downloads video segments 
for different users at different bit rates. Note that 
although both issues involve the social welfare 
maximization problem, to resolve the economic 
issue we need to handle the private user informa-
tion, such as buffer size and bit rate preference, 
while the optimization issue focuses on social wel-
fare maximization under the assumption of com-
plete (or public) user information. In distributed 
scheduling, as in the online scheduling optimiza-
tion section, the public user information can be 
obtained through information exchange among 
nearby users.

Offline Scheduling Optimization

Offline scheduling optimization, as a benchmark, 
aims at maximizing social welfare assuming com-
plete (or public) network information and user 
information. Here, the network information refers 
to all the users’ historical and future cellular link 
capacities, and such information is known to all 
users publicly. In the offline case, we discuss the 
theoretical social welfare performance bound of the 
proposed crowdsourced system, which serves as a 
benchmark for the online scheduling solutions.

Directly solving the social welfare maximization 
problem even in the offline case is challenging. First, 
the video downloading of each user involves seg-
mented operation in ABR streaming. Specifically, as 
illustrated in Fig. 2b, two users download new seg-
ments in an asynchronous manner, where the down-
loading time of a segment depends on the amount 
of data and the channel condition of the download. 
Second, social welfare optimization is a mixed-inte-
ger program, containing both discrete variables (e.g., 
bit rate and user set) and continuous variables (e.g., 
downloading start time), and has integral operations 
(resulting from calculating the download volumes of 
the varying cellular channels). These features make 
solving the problem challenging.

To understand the offline scheduling, in [6] we 
proposed a virtual time-slotted operation, under 
which we can characterize the upper bound and 
lower bound of the maximum social welfare of 
the original asynchronous operation. In the virtual 
time-slotted operation, as in Fig. 2a, two users sched-
ule download segments slot by slot in a partially syn-
chronized fashion. With this virtual operation, we can 
focus on the segment downloading of each user in 
each time slot: how many segments to download, for 
which users, and at what bit rates. The optimization 
problem in the time-slotted operation can be formu-
lated as a linear integer programming problem, and 
can be solved by many classic methods.

We can show that the performance of the seg-
mented operation is upper- and lower-bounded 
by the time-slotted operation with proper system 
parameter choices. Let b be the segment length 
in terms of playback time. The lower bound of the 
maximum social welfare of the segmented oper-
ation (Fig. 2b) is the time-slotted system with the 
same video segment length (Fig. 2a), because the 
downloading operation under the time-slotted 
operation is feasible under the segmented oper-
ation, but not vice versa. The upper bound of the 
maximum social welfare of the segmented oper-
ation (Fig. 2b) is the time-slotted system with the 
segment length approaching zero (i.e., Fig. 2d), 

Figure 2. Upper-bound and lower-bound of the maximum social welfare of the segmented operation.
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through dividing an integral value N that approach-
es infinity. Specifically, considering the segmented 
operation, the social welfare will be non-decreasing 
when the segment length b decreases (comparing 
Figs. 2b and 2c), because the downloading opera-
tion under the larger segment length is still feasible 
when the segment length decreases, but not vice 
versa. Moreover, when segment length approach-
es zero, the operation under time-slotted operation 
can be equivalently achieved under the segmented 
operation (comparing Figs. 2c and 2d). Therefore, 
we can obtain the upper-bound and lower-bound 
social welfare of the asynchronous segmented 
operation through calculating the social welfare of 
the time-slotted operation with different choices of 
segment lengths.

Online Scheduling Optimization

In practice, however, network condition varies 
randomly over time, so it is difficult to obtain 
future and global network information, as 
assumed in offline scheduling. This motivates us 
to study the practical online scheduling problem, 
where the network information is incomplete (i.e., 
only historical and current network information is 
available). Note that the user information is still 
publicly known. The key question is how do we 
schedule the segment downloading among multi-
ple users and choose the bit rate of each segment 
in order to maximize the (expected) social welfare, 
considering the uncertain and stochastically chang-
ing future network information?

We propose an online scheduling algorithm 
based on the Lyapunov optimization [11] frame-
work: When a user is ready to download a new 
segment, he/she will decide on the segment receiv-
er and the segment bit rate in order to minimize an 
objective function named drift-plus-penalty, which 
corresponds to all the users’ buffer changes minus 
the social welfare times an adjustable coefficient. 
Intuitively, the objective is to enhance the social 
welfare while balancing the users’ buffer sizes. 
Consideration of the buffers will help avoid packet 
drops caused by buffer overflows and video freez-
ing due to empty buffers. Consideration of social 
welfare will incorporate various factors that affect 
users’ QoE, such as bit rate satisfaction and bit rate 
fluctuation loss, and downloading and transmitting 
cost. We show that this algorithm converges to 
the theoretical performance bound of the offline 
scheduling system asymptotically, with an approxi-
mation error bound that is controllable through the 
adjustable coefficient mentioned above.

We test the performance of the online algorithm 
through numerical examples of 50 video users. In 
each simulation run, each user has a randomly gen-
erated cellular link capacity simulated based on 
real-world data traces (provided by BesTV, an over-
the-top video service provider in China) that cor-
respond to the given average link capacity. Figure 
3 shows the comparisons of average social wel-
fare among the Lyapunonv-based online algorithm, 
the bandwidth-based adaptation algorithm [12] (in 
which receiver and bit rate are chosen according 
to the downloader’s bandwidth), and buffer-based 
adaptation algorithm [13] (in which receiver and 
bit rate are chosen according to all users’ buffer 
sizes). We also compare the cooperation scenario 
(users cooperate based on the CMS model) and 
the noncooperation scenario (users do not coop-

erate). The numerical results in Fig. 3 suggest that 
cooperation always increases the average social 
welfare compared to the noncooperative case, and 
our proposed Lyapunov-based algorithm always 
has the largest average social welfare compared to 
the other two benchmark algorithms.

Economic Incentive Mechanism

Providing help to other users can be costly, so 
mobile users may not be willing to participate in 
CMS to share their network resources. Hence, we 
propose an incentive mechanism to motivate user 
cooperation. In this section, the network infor-
mation is incomplete, and user information is pri-
vate. The key question is for each segment to be 
downloaded, who is the segment receiver, what is 
the segment bit rate, and how much should the 
receiver compensate the downloader?

The incentive mechanism design is challenging 
in the CMS model due to users’ private valuations 
on multi-bit-rate encoded segments. Specifical-
ly, a user’s preference for segment bit rate and 
his/her corresponding valuation is his/her private 
information and may vary over time. The diverse 
and varying private valuation induces difficulties in 
evaluating downloaders’ contributions to cooper-
ation and determining the proper incentive levels.

To handle the issue of private valuations, in [7] 
we proposed an auction-based mechanism for 
the CMS model: When a user is ready to down-
load a segment, he/she will initiate an auction to 
determine the segment receiver, the segment bit 
rate, and the payment. The key here is that each 
bidder has to specify a multidimensional bid on 
the segment to be downloaded, consisting of his/
her intended segment bit rate and the price he/
she is willing to pay. This motivates us to consider 
a multidimensional auction [14].

Figure 4 illustrates an example of a sec-
ond-score multidimensional auction mechanism. 
First, each bidder (potential receiver) submits a 
two-dimensional bid, consisting of the intended 

Figure 3. Social welfare comparisons among the Lyapunov-based algorithm, 
bandwidth-based algorithm, and buffer-based algorithm; and between 
cooperation and noncooperation.
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bit rate and the intended price for the segment to 
be downloaded by the downloader. Second, the 
auctioneer transforms the two-dimensional bids 
into one-dimensional values through an additive 
score function (i.e., the price minus an increasing 
function of the bit rate). Finally, the auctioneer 
determines the auction results — the winner, the 
bit rate of the segment to be downloaded, and 
the payment — based on the second score rule. In 
such an auction, we show that the bidders always 
truthfully reveal their valuations through submit-
ting their intended prices. Moreover, the score 
function can be flexibly chosen to achieve certain 
objectives, such as social welfare maximization or 
the auctioneer’s payoff maximization. For exam-
ple, when the score function is defined as the sub-
mitted price minus the cost of downloading the 
segment with the submitted bit rate, this auction 
mechanism will maximize social welfare.

Next we show the performance of the pro-
posed auction mechanism in numerical examples 
with 50 users. Each user wants to watch a 50-s 
video, and some of the users are disconnected 
to the Internet. (In each simulation run, each user 
has a randomly generated cellular link capacity 
simulated based on real-world data traces pro-
vided by BesTV.) We compare the social welfare 
between a cooperation scenario (users cooper-
ate based on the CMS model) and a noncoop-
eration scenario (users do not cooperate). In the 
cooperation scenario, we also show users’ aver-
age welfare obtained through downloading seg-
ments (denoted by D), that is, as a downloader, 
the user’s received compensation (payment) minus 
his/her cost of downloading, and users’ average 
welfare obtained through receiving segments 

(denoted by R), that is, as a receiver, the user’s 
utility achieved due to video consumption minus 
his/her payment to the downloaders. Note that 
a user may act as both downloader and receiv-
er at different time instances, so a user’s welfare 
contains both downloading welfare and receiving 
welfare. The sum of all the users’ downloading 
welfare and receiving welfare is the social welfare. 
Figure 5 shows that as the percentage of users 
without the Internet increases, the social welfare 
in the noncooperation scenario decreases dramat-
ically, while the social welfare in the cooperation 
scenario is relatively stable, and the decrease is 
only 10.9 percent when the percentage of dis-
connected users changes from 0 to 60 percent. 
Moreover, as the percentage of users without the 
Internet increases, the welfare achieved through 
downloading increases due to the fact that more 
users require help, and the welfare achieved 
through receiving decreases due to the reduction 
of network resources and increased competition.

Moreover, to reduce the overhead due to the 
frequently initiated auction, we also proposed an 
incentive mechanism that addresses multi-object 
segment allocation. Due to space limits, we refer 
readers to [8] for details.

Demonstration System

We further constructed a demo system using Rasp-
berry PI Model B+ (https://www.raspberrypi.org/)
[8]. In the demo system, Raspberry PIs represent 
the mobile devices, each of which is equipped 
with an LTE USB modem for LTE connections and 
a WLAN adapter for WiFi connections. The demo 
system can support dynamic group joining and 
leaving through UDP broadcasting, so there is 
no need for centralized control. After forming a 
group, the mobile devices cooperatively download 
video segments via LTE, send signaling messages 
and forward video segments to other devices (if 
needed) through TCP transmissions. The cooper-
ation is scheduled using our proposed incentive 
mechanism. Experiments over the demo system 
showed that the additional latency caused due to 
the auction-based resource allocation mechanism 
is 100 ms per auction. In practice, the length of 
a video segment is often 2, 5, or 10 s; hence, the 
implementation overhead of the auction mecha-
nism is between 1 and 5 percent.

Future Challenges and Open Issues
In spite of recent efforts on addressing technical, 
optimization, and economic issues, there are still 
many future challenges and open issues for coop-
erative video streaming.

Human mobility makes user cooperation 
groups time-varying, hence making it harder to 

Figure 4. An example: second-score multidimensional auction.

Auctioneer Winner - the bidder with the highest score
bidder 2 (with score 2)

Bitrate - the bit rate that the winner submitted
2 Mb/s

[Score damage — the score damage that the winner imposes on the other users]
1.5 (If the winner, bidder 2, does not exist, bidder 3 will win with the score 1.5)

Payment — the price that compensates the score damage given the winner’s
required bit rate

payment - 0.5× the winner’s bitrate = score damage
(that is, payment = 0.5× 2 Mb/s + 1.5 = 2.5)

Bidder 1 (3 Mb/s, $2)
(2 Mb/s, $3)
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(1 Mb/s, $2)
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for example,
price - 0.5× bitrate

Figure 5. Social welfare comparison between 
cooperation and noncooperation. D: welfare 
obtained through downloading segments; R: 
welfare obtained through receiving segments. 
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schedule resources effectively. Frequent discon-
nections of communications among users can 
significantly increase the signaling overhead of 
the cooperation. For example, a helper may find 
a receiver disconnected after downloading the 
requested segment. Thus, it is important to design 
an effective and robust scheduling algorithm by 
taking into consideration the uncertainty intro-
duced by user mobility.

Social relationship reflects each user’s repu-
tation and preference over cooperation. Specifi-
cally, a user with a better reputation in previous 
cooperation may attract more helpers, and friends 
in the real world tend to cooperate since they 
are familiar with each other. The consideration of 
social relationship can make the incentive mecha-
nism more effective.

Security and privacy are always crucial in wire-
less networks, especially when mobile users share 
local network resources and individual informa-
tion frequently. It is important to design proper 
authentication and monitoring schemes, which 
should be designed to support real-time video 
streaming services together with distributed and 
massive D2D connections.

Interventions of content providers and network 
operators: Most researchers mainly focus on the 
cooperation among video users, without consid-
ering the potential involvement of network oper-
ators and video content providers. In practice, 
network operators may be reluctant to support 
the crowdsourced networking scheme among 
users, and some network operators (e.g., AT&T 
in the United States) have started to charge addi-
tional fees for “tethering” among users. Consider-
ing such an intervention, Meng et al. [15] provide 
an initial study on deriving the optimal data and 
tethering price for the crowdsourced networking 
scheme. Moreover, video content providers may 
not be willing to support user cooperation, for 
example, when a user with a certain monthly sub-
scription for an unlimited video plan downloads 
video for another user with a usage-based video 
subscription plan. Hence, to achieve the cooper-
ation of users, we need to consider not only the 
incentives for users but also the incentives for the 
content providers and network operators.

Conclusion
Cooperative video streaming promotes mobile 
video streaming services by enabling mobile users 
to provide services (or resources) to each other 
or enabling mobile users to pool their network 
resources. In this article, we introduce four types 
of cooperative models and discuss key issues for 
model implementation. We further concentrate 
on the CMS model, which is applicable for a 
general scenario in which different users watch 
different videos, and introduce the optimization 
and economic issues and solutions in this model. 
We also outline some future challenges and open 
issues on which researchers can further work.
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Abstract

Recent years have witnessed the booming 
popularity of CLS platforms, through which 
numerous amateur broadcasters live stream their 
video contents to viewers around the world. 
The heterogeneous qualities and formats of 
the source streams, however, require massive 
computational resources to transcode them into 
multiple industrial standard quality versions to 
serve viewers with distinct configurations, and 
the delays to the viewers of different locations 
should be well synchronized to support commu-
nity interactions. This article attempts to address 
these challenges and to explore the opportu-
nities with new generation computation para-
digms, in particular, fog computing. We present 
a novel fog-based transcoding framework for 
CLS platforms to offload the transcoding work-
load to the network edge (i.e., the massive num-
ber of viewers). We evaluate our design through 
our PlanetLab-based experiment and real-world 
viewer transcoding experiment.

Introduction
Recent years have witnessed the emergence of 
the crowdsourced livecast service (CLS) plat-
forms, represented by Twitch TV (https://www.
twitch.tv), YouTube Live (https://www.youtube.
com/live), and so on. Given the rapid devel-
opment of personal computing devices (e.g., 
smartphones) and broadband network access, 
most video sources in CLS come from amateur 
broadcasters rather than commercial/professional 
content providers, which remarkably stimulates 
content diversity. This new generation of livecast 
service has already achieved tremendous success. 
According to Twitch Retrospective 2015 (https://
www.twitch.tv/year/2015), Twitch TV had 35,610 
concurrent broadcasters and more than 2 mil-
lion concurrent viewers during peak time in 2015, 
with the total stream time exceeding 241 billion 
minutes through the whole year.

While globally gaming is the major topic on 
Twitch TV and other mainstream platforms, we 
have also witnessed the prevalence of regional 
diversities. For example, the Chinese market is 
dominated by Douyu TV (https://www.douyu.
com), Panda TV (http://www.panda.tv), and Inke 
(https://www.inke.cn), with a wide range of live-
cast contents such as singing, talk shows, and 
even traveling livecast.

Similar to traditional YouTube-like video 
streaming, the streams in CLS platforms normal-
ly have various qualities and formats to serve 
viewers with diverse network conditions. How-
ever, such heterogeneity in source content is 
more dramatic. For example, as we measured on 
Twitch TV, the live video contents are generated 
at over 150 different resolutions, which clearly 
demands unifying the source streams into indus-
trial standard quality versions. Video on demand 
(VoD) providers such as YouTube and Netflix 
have widely adopted adaptive bit rate (ABR) [1] 
streaming and dynamic adaptive streaming over 
HTTP (DASH) [2], where the video contents are 
sliced and transcoded into multiple quality ver-
sions, which are finally served to distinct viewers 
based on their individual requirements. Unlike the 
VoD scenario, real-time video transcoding for live 
streaming requires a huge amount of concurrent 
computational resources, which can be expensive 
with dedicated servers and even the cloud. As 
a trade-off between cost and quality of service 
(QoS), popular CLS platforms such as Twitch TV 
only offer transcoding services to a small number 
of premium broadcasters, which make up only 1 
to 1.5 percent of all broadcasters.

CLS platforms also involve a great number of 
viewers who constantly interact with broadcast-
ers and fellow viewers. They have shown great 
willingness to support the platform and broad-
casters, through forms such as donation and 
monthly subscription at a certain fee. Thanks to 
the rapid advancement in hardware and software, 
their home computers nowadays are powerful 
enough to transcode while playing high-quality 
live streaming simultaneously. As we observed, 
the viewer base in major CLS systems is always 
much larger than the channel base (the number 
of total channels) at any moment, indicating the 
existence of a huge amount of potential computa-
tional resources.

In this article, we seek novel solutions to off-
load the massive transcoding workloads in CLS 
systems to the edge of the network (i.e., the view-
ers). By analyzing the captured data and systemat-
ically studying the user behavior dynamics, we put 
forward a novel fog-based transcoding framework 
that crowdsourced the computational resources 
from viewers and smartly schedule stable viewers 
for real-time video transcoding. We also address 
the critical issue of cross-viewer synchronization 
so as to enhance community interactions.
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Crowdsourced Livecast: 
Challenges and Opportunities

We first briefly introduce the background and 
related research on crowdsourced livecast. We 
then illustrate the unique features, challenges, and 
opportunities of this new generation of video ser-
vice through our measurements.

The form of crowdsourced livecast started to 
get popular in 2012, with some leading platforms 
guickly expanding in the market. This new gener-
ation of user-generated video streaming has also 
attracted much attention from academia. First, in 
terms of the social component of these platforms, 
Kaytoue et al. [3] proposed the first characteriza-
tion of the emerging online Web-based commu-
nity on Twitch TV, and Hamilton et al. [4] further 
studied its emergence, socialization, and participa-
tion. Second, regarding the video streaming per-
formance and user experience, Zhang et al. [5] 
explored the architecture of Twitch TV and inves-
tigated the impact of interaction delay on user 
experience. Aparicio-Pardo et al. [6] dug into the 
Twitch datasets and presented an optimal model 
for streaming quality to improve viewers’ satis-
faction. Third, in the field of system architecture, 
Chen et al. [7] proposed a generic cloud renting 
strategy to optimize the cloud site allocation for 
video transcoding and delivery in CLS platforms. 
He et al. [8] further put forward a cloud-based 
solution that jointly considers user satisfaction and 
service availability/pricing for video transcoding 
CLS platforms. However, given the considerable 
cost of deploying cloud servers and the fact that 
the CLS platforms charge viewers nothing as a 
free system by nature, cloud-based transcoding 
solutions, which are currently adopted by Twitch 
TV, can only provide transcoding service to very 
popular streams. To better explore the character-
istics and challenges in crowdsourced livecast, we 
have conducted three measurements.

First, it has been reported that communi-
ty interaction plays an important role in crowd-
sourced livecast services. For example, the chat 
lines of all broadcast channels is found to con-
stantly exceed 400 per second. (http://twitchsta-
tus.com/index.html) Intuitively, it is desirable that 
fellow viewers are relatively synchronized such 
that the in-channel community interaction would 
not cause negative user experience. But accord-
ing to our measurement, out-of-synchronization 
chats are not uncommon due to heterogeneous 
broadcast latency among fellow viewers. We set 
up two computers: one serves as the broadcaster 
to encode a source video at 1500 kb/s bit rate; 
the other hosts two identical virtual machines 
(VMs). We created a Twitch channel, and the two 
VMs watched the video stream as viewers. We 
first set the bandwidth limit to 2000 kb/s for both 
VMs. We then added the propagation delay of 
one VM (VM A) from 100 to 400 ms, while keep-
ing the other VM (VM B) unchanged. The broad-
cast latency difference between the two viewers 
under different network conditions is shown in 
Fig. 1. We can see that, with added propagation 
delay, the broadcast latency difference becomes 
significantly larger. A broadcast latency difference 
of 20 s is almost intolerable for real-time inter-
action between the viewers. On the other hand, 
when we changed the bandwidth of VM A to 

4000 kb/s and kept the added propagation delay 
at 400 ms, the broadcast latency difference is dra-
matically reduced by half. Our first measurement 
reveals that divergent end-to-end delays can cause 
intolerable broadcast latency difference for fellow 
viewers. Such physical constraints as propagation 
delay and bandwidth limit, however, are not easy 
to be lifted for viewers, and we instead should 
seek for solutions within the broadcast platform.

In our second measurement, we focused on the 
channels/broadcasters. From February 2015 to June 
2015, we captured the data of the broadcasters 
from Twitch TV every five minutes, using Twitch’s 
public application programming interface (API) 
(http://dev.twitch.tv). Two outstanding character-
istics attracted our attention. First, the resolution of 
source streams is highly varying over time. For exam-
ple, at one moment we witnessed 177 different res-
olutions ranging from 116p to 1600p. Even for the 
source streams with the same resolution, there are 
very different bit rates. Second, at any moment the 
viewer base is dramatically larger than the channel 
base, and the result is even more remarkable if we 
only consider the top 10 percent of channels, which 
attract more than 98 percent of viewers.

The third measurement specifically targets 
viewer behavior. We captured viewers’ online 
traces of five popular Twitch TV channels from 
January 25 to February 27, 2015. The measure-
ment captured the JOIN message when any reg-
istered viewer joins the channel and the PART 
message when the viewer leaves the channel. In 
total, we collected 11,314,442 JOIN records and 
11,334,140 PART records. We first see that the 
overall viewer online duration time can be closely 
fit to a scaled Pareto distribution function with a 
= 0.7 and xm = 2. Additionally, we can conclude 
that the longer a viewer is online, the more likely 
this viewer will continue to be online. The view-
ers’ online duration behavior is also quite con-
sistent, as we see around 80 percent of viewers 
have a standard deviation less than 20 min.

In summary, in such large CLS platforms as 
Twitch TV with a massive viewer base, a con-
siderable portion of online viewers are potential 
resources for stable video transcoding. When 
exploring these resources, however, inherent chal-
lenges lie in the viewers’ heterogeneity in terms 
of their stability and networking/system perfor-
mance, which calls for effective strategies to dis-
tinguish viewers and appropriately make use of 
their resource. To support rich community inter-
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Figure 1. Broadcast delay difference under different 
network conditions.
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actions, the delays to viewers at different loca-
tions should be not only minimized, but also well 
synchronized. We address these challenges by a 
novel solution inspired by fog computing [9].

Fog-Based Transcoding: 
Architectural View

We now illustrate the overall architecture of our 
design. At the top level, globally the system is divid-
ed into multiple regions. Each region is maintained 
by its own regional data center (also referred to 
as “regional server”), which is responsible for 
ingesting source videos from its region, assigning 
transcoding viewers, recollecting transcoded video, 
and forwarding the processed streams for further 
delivery (Fig. 2a). If the regional server cannot 
find enough transcoding viewers inside the same 
region, it forwards an assignment request to its 
neighbor regions, and such assignment is called 
cross-region assignment. If a transcoding viewer 
becomes offline prior to the termination of the 
assigned channel, another candidate needs to be 
scheduled to continue on the transcoding work, 
which is defined as reassignment. At the bottom 
level, each individual viewer/broadcaster has its 
own behavior, for example, online/offline time, 
which is not controlled by the system.

In terms of the scheduling process, our objec-
tive is to minimize the number of cross-region 
assignments and reassignments, as the former 
introduce extra streaming delay, while the latter 
cause additional system overhead for re-selecting 
candidates as well as short absence of the target 
quality version during reassignment. We there-
fore want the selected viewers to be as stable as 
possible, while having a candidate pool of rea-
sonable size so that it will not trigger too many 
cross-region assignments. Note that we assume 
selected viewers are cooperative, while in real-
world scenarios more incentive mechanisms (e.g., 
auction for crowdsource [10]) can be used. In the 
following three subsections, we illustrate how the 
system selects stable viewers, and then conducts 
the scheduling process.

Extracting Qualified Stable Candidates

Our observations above indicate that generally the 
stability of a viewer is proportional to the existing 
time he/she has already spent in the channel. We 

therefore set a waiting threshold T(t), after pass-
ing which the viewer can be regarded as stable. 
Notably, a longer waiting threshold leads to more 
stable candidates, but also results in fewer qualified 
candidates and more time wasted for waiting. We 
therefore want to maximize the total accumulative 
transcoding time of stable viewers leaving before 
and after the channel terminates. To do that, we 
formulate the mathematical expression of the sum 
of these two time components and set its deriv-
ative to zero, such that the transcoding time is 
maximized. Given the viewer online duration distri-
bution, the above mentioned scenario is achieved 
when the waiting threshold is around 30.4 percent 
of the remaining livecast time. In reality, due to the 
dynamics of viewers, this result can vary from 25 to 
34 percent of the remaining time.

Estimating Individual Stability

Now that we have the optimal online time thresh-
old to filter stable viewers in general, we also 
expect to estimate the stability of an individual 
viewer. Some heuristics, such as viewer age, gen-
der, and video quality [11, 12], can be used to 
further estimate the individual stability in a fine-
grained manner. Here we use a simple but effec-
tive heuristic that measures the average online 
duration and standard deviation of a viewer’s 
online record. We use a linear combination of 
them to further estimate the individual stability. 
This heuristic particularly reflects the fact that a 
longer average online duration indicates the view-
er tends to stay longer, and a smaller standard 
deviation means such behavior is more consistent.

Scheduling while Handling Viewer Dynamics

To minimize the reassignment count, we expect 
to choose the most stable candidate first. How-
ever, we are reluctant to change any assignment 
once made, unless either the directly related view-
er or channel state has changed.

To maintain the candidate pool, we can sim-
ply re-rank all candidates at any update, but this 
takes O(N) time every update and O(1) time at 
assignment time. It incurs significant calculation 
when N is large with frequent updates. Since 
there are many more viewer updates than chan-
nel updates and reassignments, and re-ranking is 
only conducted at the latter, we can instead order 
candidates at the assignment time (taking O(N-

Figure 2. Fog-based transcoding framework: a) system overview; b) scheduling process.
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logN) only). Nonetheless, any extra time at the 
scheduling moment is undesirable, as it increases 
the transcoding delay and consequently the live-
cast delay. Therefore, we seek to combine both 
strategies, that is, better organization of the candi-
dates with minimized operational cost per update. 
Many advanced organization structures can be 
applied in this context. Using the simple and 
mature B+ tree as an example, we can deploy a 
B+ tree in every region to organize all transcoding 
candidates, where the ordering key is the prefer-
ence (individual stability) of the candidate. Figure 
2b illustrates the major events for its deployment 
and maintenance, where the the single update 
operation time is reduced to O(NlogN).

When the system is running, any action will 
generate a message recording the time, viewer/
channel ID, and its type. According to the mes-
sage, qualified viewers will be inserted into the 
B+ tree; the starting channel will be assigned with 
transcoding candidates; the terminating channel 
will release its transcoding viewers back to the 
pool; a leaving candidate will be removed from 
the tree, or be replaced if already assigned.

Prototype and Experimental Study
We implemented a prototype of our fog-based 
transcoding system on PlanetLab, with 5 nodes 
as servers, and 208 as viewers and broadcasters. 
Each viewer node will join the system and stay 
for a while according to the scaled Pareto distri-
bution. The proposed scheduler will select the 
most preferred candidates, who then use ffmpeg 
to transcode a 3.5Mb/s 1080p video into low-
er-quality versions.

In terms of scheduling results, over time the 
stable viewer ratio oscillates around 50 to 60 
percent, as shown by the blue line in Fig. 3b. We 
therefore focus more on the streaming perfor-
mance. We measure the streaming delay, which 
is one critical metric for video streaming. Figure 
3a shows the result measured on the five servers, 
from which we see huge delay variance in differ-
ent regions. For example, the delay in North Amer-
ica is much smaller than that in Asia. To further 
understand the impact of delay variance, we then 
focus on one server instance in the NA region. 
As shown in Fig. 3b, the green line indicates the 
live streaming delay measured by recording the 

transmission and transcoding time of every 1 s 
video slice. Clearly, the delay time changes at 
time 3.5 min and 51 min, which is caused by two 
reassignment events. The experimental result indi-
cates the existence of delay variance before the 
transcoded video content is streamed from serv-
ers. Although with the optimization of interaction 
delay the actual delay variance perceived by end 
viewers is mitigated, it is still worthwhile to make 
the scheduler take the delay performance into 
consideration when assigning transcoding work-
load for the same channel.

To see the transcoding ability of real end view-
ers instead of PlanetLab virtual machines, we con-
ducted another experiment with eight devices 
of different popular CPU types. We use VLC to 
do H.264 transcoding for a 1080p video (3.5 
Mb/s) to lower-quality versions while the device 
is playing a live streaming at Source quality from 
a channel on Twitch TV. For comparison, we also 
measured the transcoding time of the 720p video 
quality when the device was idle (denoted as 
720p*). Table 1 shows the experiment results in 
the form of transcoding time to video playback 
time ratio. We see almost all devices can handle 
quality versions equal to and lower than 480p. 
Transcoding for the 720p version, however, is 
more computationally intense, as only the top 
three devices manage to proceed in real time. 
Notably, the viewing QoE of all devices is almost 
not affected, and lack of computational ability is 
mainly revealed by the long transcoding time. For 
comparison, we also measured resource usage of 
a similar workload on an Amazon AWS m3.large 
server. Typically, transcoding a source video from 
1080p to 720p, 480p, 360p, and 240p takes 
around 73, 54, 42, and 35 percent CPU usage, 
respectively, which is around the same level of 
these personal devices.

In short, our experimental result confirms the 
real-time transcoding ability of modern CPUs, and 
also suggests distinguishing different unqualified 
viewers, as some of them can handle lower-qual-
ity versions.

Optimizing the Interaction Delay
We now examine the critical issue of cross-viewer 
synchronization in the CLS platform. We consider 
a community as the broadcaster and the view-

Figure 3. PlanetLab-based experiment result.
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ers watching the same broadcaster at the same 
time who are willing to participate in community 
interaction through chatting. The literal interac-
tion should be relatively synchronized such that 
viewers’ watching experience will not be severely 
affected. Intuitively, this issue could be solved by 
dividing viewers into smaller chat channels based 
on viewers’ delay, but this would limit the user 
interaction in the community. We instead address 
this issue by adaptively tuning the video rates at 
viewers to achieve cross-viewer synchronization.

We start from a streaming session consisting of 
one broadcaster and a set of viewers. A streaming 
server with certain bandwidth capacity serves the 
viewers in this session, and the exact video rate 
allocated to each viewer is adjustable through 
transcoding, as long as it does not exceed the 
viewer’s downloading bandwidth.

As in previous studies [13, 14], we consider 
the viewing experience of a viewer is given by a 
utility function of the allocated video rate, which 
is strictly concave, increasing, and continuous-
ly differentiable. For the streaming session, our 
objective is then to optimize the viewers’ experi-
ence through rate adaptation (i.e., tuning stream-
ing rate of each viewer), and meanwhile ensure 
that the difference between any pair of viewers’ 
network delay is bounded by an empirical thresh-
old. Furthermore, the total streaming rates of all 
the viewers should not exceed the server’s capaci-
ty. This leads to a typical network utility maximiza-
tion (NUM) problem.

Since the objective function is differentiable 

and strictly concave, and the feasible region is 
compact, the optimal solution exists (although it 
may not be unique). This convex problem can be 
directly solved in a centralized way via the clas-
sic simplex and interior-point-based algorithms, 
provided that the streaming server has the infor-
mation of each viewer, that is, the end-to-end 
throughput and the end-to-end delay. It is, how-
ever, worth noting that a centralized solver can 
be very time-consuming for large sessions of thou-
sands of current viewers, not to mention viewers’ 
dynamic join and leave activities.

To this end, we develop a distributed algo-
rithm, InterSync, based on dual decomposition, 
which allows viewers to select appropriate play-
back bit rates without knowing others’ informa-
tion. The basic idea is that we can solve the dual 
of the original NUM problem at two levels. At the 
lower level, each viewer computes its video rate 
by maximizing its own surplus (i.e., utility minus 
payment) based on the aggregate price of band-
width and feeds this value back to the streaming 
server; at the upper level, the streaming server 
updates the dual variables according to the feed-
back information of individual viewers. The opti-
mal rate allocation will be obtained in a certain 
number of iterations. Compared to a centralized 
solver that directly obtains the optimal solution to 
the primal problem at the streaming server, our 
proposed InterSync algorithm is much easier to 
implement in practical systems.

We conducted a simulation to compare Inter-
Sync with a baseline MaxUtility. In MaxUtility, 
the network utility is maximized subject only to 
the bandwidth capacity of the streaming server, 
while the cross-viewer synchronization constraint 
is not considered. The bandwidth capacity of the 
streaming server is 100 Mb/s, and the number of 
viewers is 50. Each viewer’s bandwidth is uniform-
ly distributed between 0.5 and 5 Mb/s, and the 
network delay is uniformly distributed between 50 
and 500 ms. The source encoding rate is 5 Mb/s. 
We vary the end-to-end delay bound d from 50 
to 300 ms.

We report the average and the standard devia-
tion of network utility of both algorithms under dif-
ferent delay bounds, shown in Fig. 4. Since the delay 
bound is not considered in MaxUtility, the obtained 
network utility does not change. The network utility 
obtained by InterSync becomes higher as the delay 

Table 1. Transcoding time to video playback time ratio of different devices while playing live streaming at 
Source quality.

T CPU type 720p* 2.5 Mb/s 720p 2.5 Mb/s 480p 1.2 Mb/s 360p 0.8 Mb/s 240p 0.5 Mb/s

Intel i7-3770 @3.40 GHz x4 33.7% 59.6% 25.0% 17.5% 14.5%

Intel i7-3630QM @2.4 GHz x4 45.5% 58.2% 33.1% 24.7% 19.7%

Intel i5-2400 3.1 GHz x2 53.5% 66.7% 38.4% 27.8% 19.2%

Intel i5-3210M 2.50 GHz x2 90.6% 113% 68.6% 43.1% 34%

Intel i5-4250U 1.3 GHz x2 116.3%} 191.5% 92% 70.8% 51.2%

AMD a10-4600M 2.3 GHz x2 104.3% 143.3% 77.5% 59.4% 48.2%

Intel i3-2310M 2.10 GHz x2 130.0% 155.8% 90.0% 60.3% 44.4%

Intel Core 2 Duo 2.53 GHz x2 86.7% 190.5% 171.1% 112.3% 76.9%

Figure 4. Comparison of network utility. 
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bound increases, since the feasible region of the 
optimization problem (1) also expands with larg-
er delay bound. Although MaxUtility outperforms 
InterSync in terms of network utility, the real-time 
community interaction becomes intolerable. In our 
simulation, the maximum end-to-end delay differ-
ence of MaxUtility ranges from 826.0 to 914.4 ms, 
with an average of 861.4 ms. As evidenced by the 
measurement above, this level of delay difference 
would easily lead to tens of seconds broadcast delay 
among viewers.

Conclusion
In this article, we present a novel fog-based 
transcoding framework to smartly assign qualified 
stable viewers to channels for transcoding assign-
ment in CLS systems. We evaluate our design 
through a PlanetLab-based experiment as well 
as an end-viewer transcoding experiment. Sev-
eral future improvements could be studied for 
our framework. First, it would be interesting to 
see hybridization of the proposed system with 
dedicated cloud servers, to have better stream-
ing performance at low cost. Second, more ded-
icated reward mechanisms can be studied to 
trigger viewers’ incentive of participation. Third, 
the dynamic pattern inside each region can be 
studied in a fine-grained manner, after which we 
can further present strategies for adapting viewer 
qualifying criteria. Moreover, given that the sourc-
es and viewers are shifting to mobile platforms 
(e.g., Facebook Live and Twitter Periscope for 
mobile livecast), effectively using their compu-
tation resources without significantly increasing 
their communication costs and energy consump-
tion becomes a challenge too.
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Abstract

Redundancy is abundant in fog networks (i.e., 
many computing and storage points) and grows 
linearly with network size. We demonstrate the 
transformational role of coding in fog computing 
for leveraging such redundancy to substantially 
reduce the bandwidth consumption and laten-
cy of computing. In particular, we discuss two 
recently proposed coding concepts, minimum 
bandwidth codes and minimum latency codes, 
and illustrate their impacts on fog computing. 
We also review a unified coding framework that 
includes the above two coding techniques as 
special cases, and enables a trade-off between 
computation latency and communication load 
to optimize system performance. At the end, we 
will discuss several open problems and future 
research directions.

Introduction
The fog architecture (Fig. 1) has been proposed 
recently to better satisfy the service requirements 
of the emerging Internet of Things (IoT) (e.g., [1]). 
Unlike cloud computing, which stores and pro-
cesses end users’ data in remote and centralized 
data centers, fog computing brings the provision 
of services closer to the end users by pooling the 
available resources at the edge of the network 
(e.g., smartphones, tablets, smart cars, base sta-
tions, and routers) (e.g., [2, 3]). As a result, the 
main driving vision for fog computing is to lever-
age the significant amount of dispersed com-
puting resources at the edge of the network to 
provide much more user-aware, resource-efficient, 
scalable, and low-latency services for IoT.

The main goal of this article is to demonstrate 
how coding can be effectively utilized to trade 
abundant computing resources at the network 
edge for communication bandwidth and latency. 
In particular, we illustrate two recently proposed 
novel coding concepts that leverage the available 
or underutilized computing resources at various 
parts of the network to enable coding opportuni-
ties that significantly reduce the bandwidth con-
sumption and latency of computing, which are 
of particular importance in fog computing appli-
cations.

The first coding concept, introduced in [4, 
5], which we refer to as minimum bandwidth 
codes, enables a surprising inverse-linear trade-
off between computation load and communi-
cation load in distributed computing. Minimum 
bandwidth codes demonstrate that increasing the 
computation load by a factor of r (i.e., evaluating 

each computation at r carefully chosen nodes) 
can create novel coding opportunities that reduce 
the required communication load for computing 
by the same factor. Hence, minimum bandwidth 
codes can be utilized to pool the underutilized 
computing resources at the network edge to slash 
the communication load of fog computing.

The second coding concept, introduced in 
[6], which we refer to as minimum latency codes, 
enables an inverse-linear trade-off between com-
putation load and computation latency (i.e., the 
overall job response time). More specifically, min-
imum latency codes utilize coding to effectively 
inject redundant computations to alleviate the 
effects of stragglers and speed up the computa-
tions by a multiplicative factor that is proportional 
to the amount of injected redundancy. Hence, 
by utilizing more computation resources at the 
network edge, minimum latency codes can signifi-
cantly speed up distributed fog computing appli-
cations. 

In this article, we give an overview of these 
two coding concepts, illustrate their key ideas 
via motivating examples, and demonstrate their 
impacts on fog networks. More generally, not-
ing that redundancy is abundant in fog networks 
(i.e., many computing/storage points) and grows 
linearly with network size, we demonstrate the 
transformational role of coding in fog computing 
for leveraging such redundancy to substantially 
reduce the bandwidth consumption and latency 
of computing. We also point out that while these 
two coding techniques are also applicable to 
cloud computing applications, they are expected 
to play a much more substantial role in improv-
ing the system performance of fog applications, 
due to the fact that the communication bottle-
neck and straggling nodes are far more severe 
issues in fog computing compared to its cloud 
counterpart.

We also discuss a recently proposed unified 
coding framework, in which the above two cod-
ing concepts are systematically combined by 
introducing a trade-off between computation 
latency and communication load. This framework 
allows a fog computing system to operate at any 
point on the trade-off, on which the minimum 
bandwidth codes and minimum latency codes 
can be viewed as two extreme points that mini-
mizes the communication load and computation 
latency, respectively.

We finally conclude the article and highlight 
some exciting open problems and research direc-
tions for utilizing coding in fog computing archi-
tectures.

Coding for Distributed Fog Computing
Songze Li, Mohammad Ali Maddah-Ali, and A. Salman Avestimehr
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Minimum Bandwidth Codes

We illustrate minimum bandwidth codes in a typ-
ical fog computing scenario, in which a fog client 
aims to utilize the network edge for its compu-
tation task. For instance, a driver wants to find 
the best route through a navigation application 
offered by the fog, in which the map information 
and traffic condition are distributedly stored in 
edge nodes (ENs) like roadside monitors, smart 
traffic lights, and smart cars that collaborate to 
find the best route. Another example is object 
recognition, which is the key enabler of many 
augmented reality applications. To provide an 
object recognition service over the fog, edge 
nodes like routers and base stations each stores 
parts of the dataset repository, and they collabo-
ratively process the images or videos provided by 
the fog client.

For the above fog computing applications, 
the computation task is over a large dataset that 
is distributedly stored on the ENs (e.g., map/
traffic information or dataset repository), and 
the computations are often decomposed using 
MapReduce-type frameworks (e.g., [7, 8]), in 
which a collection of ENs distributedly map a set 
of input files, generating some intermediate val-
ues, from which they reduce a set of output func-
tions.

We now demonstrate the main concepts of 
minimum bandwidth codes in a simple problem 
depicted in Fig. 2. In this case, a client uploads 
a job of computing three output functions (rep-
resented by red/circle, green/square, and blue/
triangle) from six input files to the fog. Three 
edge nodes in the fog ( EN 1, EN 2, and EN 3) 
collaborate to perform the computation. Each 
EN is responsible for computing a unique output 
function, for example, EN 1 computes the red/
circle function, EN 2 computes the green/square 
function, and EN 3 computes the blue/triangle 
function. When an EN maps a locally stored input 
file, it computes three intermediate values, one 

for each output function. To reduce an output 
function, each EN needs to know the intermedi-
ate values of this output for all six input files. 

We first consider the case where no redun-
dancy is imposed on the computations, that is, 
each file is mapped exactly once. Then, as shown 
in Fig. 2a, each EN maps two input files locally, 
obtaining two out of six required intermediate 
values. Hence, each EN needs another four inter-
mediate values transferred from the other ENs, 
yielding a communication load of 4  3 = 12.

Now, we demonstrate how minimum band-
width codes can substantially reduce the com-
munication load by injecting redundancy in 
computation. As shown in Fig. 2b, let us double 
the computation such that each file is mapped on 
two ENs (files are downloaded to the ENs offline). 
It is apparent that since more local computations 
are performed, each EN now only requires two 
other intermediate values, and an uncoded shuf-
fling scheme would achieve a communication 
load of 2  3 = 6. However, we can do better 
with the minimum bandwidth codes. As shown in 

Figure 1. Illustration of a fog architecture.
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Fig. 2b, instead of unicasting individual interme-
diate values, every EN multicasts a bit-wise XOR, 
denoted by , of two intermediate values to the 
other two ENs, simultaneously satisfying their data 
demands. For example, knowing the blue trian-
gle in file 3, EN 2 can cancel it from the coded 
packet multicast by EN 1, recovering the needed 
green square in file 1. In general, the bandwidth 
consumption of multicasting one packet to two 
nodes is less than that of unicasting two packets, 
and here we consider a scenario in which it is as 
much as that of unicasting one packet (which is 
the case for wireless networks). Therefore, the 
above minimum bandwidth code incurs a com-
munication load of 3, achieving a 4 gain from 
the case without computation redundancy and a 
2 gain from the uncoded shuffling.

More generally, we can consider a fog com-
puting scenario in which K ENs collaborate to 
compute Q output functions from N input files 
that are distributedly stored at the nodes. We 
define the computation load, r, to be the total 
number of input files that are mapped across 
the nodes, normalized by N. For example, r = 2 
means that on average each file is mapped on 
two nodes. We can similarly define the commu-
nication load L to be the total (normalized) num-
ber of information bits exchanged across nodes 
during data shuffling in order to compute the Q 
output functions.

For this scenario it was shown in [5] that, com-
pared to conventional uncoded strategies, min-
imum bandwidth codes can surprisingly reduce 
the communication load by a multiplicative factor 
that equals the computation load r when com-
puting r times more sub-tasks than the execution 
without redundancy (i.e., r = 1). Or more specif-
ically,

Lcoded =
1
r
Luncoded =

1
r
1− r

K
⎛
⎝⎜

⎞
⎠⎟ = Θ 1

r
⎛
⎝⎜

⎞
⎠⎟ . 	

(1)

Minimum bandwidth codes employ a specific 
strategy to assign the computations of the map 
and reduce functions in order to enable novel 
coding opportunities for data shuffling. In partic-
ular, each data block is repetitively mapped on r 
distinct nodes according to a specific pattern in 
order to create coded multicast messages that 
deliver useful data simultaneously to r ≥ 1 nodes. 
For example, as demonstrated in Fig. 3, the over-
all communication load can be reduced by more 
than 50 percent when each map task is repeated 
at only one other node (i.e., r = 2).

The idea of efficiently creating and exploiting 
coded multicast opportunities was initially pro-
posed to solve caching problems in [9, 10], and 
extended to wireless device-to-device (D2D) 
networks in [11], where caches pre-fetch part of 
the content to enable coding during the content 
delivery, minimizing the network traffic. Minimum 
bandwidth codes extend such coding opportu-
nities to data shuffling of distributed computing 
frameworks, significantly reducing the required 
communication load.

Apart from significantly slashing the bandwidth 
consumption, minimum bandwidth codes also 
have the following major impacts on the design of 
fog computing architecture.

Reducing Overall Response Time

Let us consider an arbitrary fog computing 
application for which the overall response time 
is composed of the time spent computing the 
intermediate tasks, denoted by TTask Computation, 
and the time spent moving intermediate results, 
denoted by TData Movement. In many applications 
of interest (e.g., video/image analytics or recom-
mendation services), most of the job execution 
time is spent on data movement. For example, 
consider the scenarios in which TData Movement is 
10 ∼  100 TTask Computation. Using a minimum 
bandwidth code with computation load r, we can 
achieve an overall response time of

Ttotal, coded ≈ E rTTask Computation +
1
r
TData Movement

⎡
⎣⎢

⎤
⎦⎥
.
	

	 (2)
To minimize the above response time, one would 
choose the optimum computation load,

r*= TData Movement
TTask Computation

.
 

Then in the above example, utilizing minimum 
bandwidth codes can reduce the overall job 
response time by approximately 1.5 ∼ 5 times.

The impact of minimum bandwidth codes on 
reducing the response time has been demonstrat-
ed recently in  [12] through a series of experi-
ments over Amazon EC2 clusters. In particular, 
the minimum bandwidth codes were incorporated 
into the well-known distributed sorting algorithm 
TeraSort [13] to develop a new coded sorting 
algorithm, CodedTeraSort, which allows a flex-
ible selection of the computation load r. In Table 
1, we summarize the runtime performance of a 
particular job of sorting 12 GB of data over 16 
EC2 instances.

Theoretically according to Eq. 1, with a com-
putation load r = 5, CodedTeraSort promises 
to reduce the data shuffling time by a factor of 
approximately 5. From Table 1, we can see that 

Figure 3. Comparison of the communication load of minimum bandwidth 
codes with that of the uncoded scheme, for a network with K = 10 ENs.
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while computing r = 5 times more map functions 
increased the map task computation time by 
5.83, CodedTeraSort brought down the data 
shuffling time, which was the limiting component 
of the runtime of this application, by 4.24. As a 
result, CodedTeraSort reduced the overall job 
response time by 3.39.

Scalable Mobile Computation

The minimum bandwidth codes also found 
application in a wireless distributed computing 
platform proposed in [14], which is a fully decen-
tralized fog computing environment. In this plat-
form, a collection of mobile users, each with input 
to process overall a large dataset (e.g., the image 
repository of an image recognition application), 
collaborate to store the dataset and perform the 
computations using their own storage and com-
puting resources. All participating users commu-
nicate the locally computed intermediate results 
among each other to reduce the final outputs.

Utilizing minimum bandwidth codes in this 
wireless computing platform leads to a scalable 
design. More specifically, let us consider a sce-
nario where K users, each processing a fraction 
of the dataset, denoted by m (for some (1/K) ≤ 
m ≤ 1), collaborate for wireless distributed com-
puting. It is demonstrated in [14] that minimum 
bandwidth codes can achieve a (normalized) 
bandwidth consumption of (1/m) – 1 to shuffle 
all required intermediate results. This reduces the 
communication load of the uncoded scheme, that 
is, K(1 – m), by a factor of mK, which scales linearly 
with the aggregated storage size of all collaborat-
ing users. Also, since the consumed bandwidth is 
independent of the number of users K, minimum 
bandwidth code allows this platform to simultane-
ously serve an unlimited number of users with a 
constant communication load.

Minimum Latency Codes
We now move to the second coding concept, 
minimum latency codes, and demonstrate it for 
a class of fog computing applications in which 
a client’s input is processed over a large dataset 
(possibly over multiple iterations). The applica-
tion is supported by a group of ENs, which have 
distributedly stored the entire dataset. Each node 
processes the client’s input using the parts of 
the dataset it locally has, and returns the com-
puted results to the client. The client reduces the 
final results after collecting intermediate results 
from all ENs. Many distributed machine learning 
algorithms fall into this category. For example, a 
gradient descent algorithm for linear regression 
requires multiplying the weight vector with the 
data matrix in each iteration. To do that at the 
network edge, each EN locally stores a sub-ma-
trix of the data matrix. During computation, each 
EN multiplies the weight vector with the stored 
sub-matrix and returns the results to the client. 

To be more specific, let us consider a simple 

distributed matrix multiplication problem in which, 
as shown in Fig. 4, a client wants to multiply a 
data matrix A with the input matrix X to com-
pute AX. The data matrix A is stored distributedly 
across three nearby ENs (EN 1, EN 2, and EN 3), 
on which the matrix multiplication will be execut-
ed distributedly.

One natural approach to tackle this problem is 
to vertically and evenly divide data matrix A into 
three sub-matrices, each of which is stored on one 
EN. Then when each EN receives input X, it sim-
ply multiplies its locally stored sub-matrix by X and 
returns the results, and the client vertically concat-
enates the returned matrices to obtain the final 
result. However, we note that since this uncoded 
approach relies on successfully retrieving the task 
results from all three ENs, it has a major drawback 
that once one of the ENs runs slow or gets dis-
connected, the computation may take very long 
or even fail to finish. Minimum latency codes deal 
with slow or unreliable ENs by optimally creating 
redundant computation tasks. As shown in Fig. 4, 
a minimum latency code vertically partitions data 
matrix A into two sub-matrices, A1 and A2, and 
creates one redundant task by summing A1 and 
A2. Then A1, A2, and A1 + A2 are stored on EN 1, 
EN 2, and EN 3, respectively. In the case of Fig. 
4, the computation is completed when the client 
has received the task results only from ENs 1 and 
3, from which A2X can be decoded. In fact, it is 
obvious that the client can recover the final result 
once she receives the task results from any two 
of the three ENs, without needing to wait for the 
slow/unreachable EN (EN 2 in this case). In sum-
mary, minimum latency codes create redundant 
computation tasks across fog networks, such that 
having any set of a certain number of task results 
is sufficient to accomplish the overall computa-
tion. Hence, applying minimum latency codes 
on the abundant ENs can effectively alleviate the 
effect of stragglers and significantly speed up fog 
computing.

As illustrated in the above example, the basic 
idea of minimum latency codes is to apply erasure 
codes on computation tasks, creating redundant 
coded tasks that provide robustness to straggling 
ENs. Erasure codes have been widely exploited to 
combat symbol losses in communication systems 
and disk failures in distributed storage systems. 
The simplest form of erasure code, the repetition 
code, repeats each information symbol multiple 
times, such that a information symbol can be suc-
cessfully recovered as long as at least one of the 
repeats survives. For example, modern distribut-
ed file systems like the Hadoop distributed file 
system (HDFS) replicate each data block three 
times across different storage nodes. Another 
type of erasure code, known as the maximum-dis-
tance-separable (MDS) code, provides better 
robustness to erasures. An (n, k) MDS code takes 
k information symbols and encodes them into n 
≥ k coded symbols, such that obtaining any k out 

Table 1. Average response times for sorting 12 GB of data over 16 EC2 instances using 100 Mb/s network speed.

CodeGen 
(sec.)

Map 
(sec.)

Pack/Encode 
(sec.)

Shuffle
(sec.)

Unpack/ 
Decode (sec.)

Reduce 
(sec.)

Total Time 
(sec.)

Speedup

TeraSort:  
CodedTeraSort: r = 5

—  
23.47

1.86 
10.84

2.35  
8.10

945.72 
222.83

0.85  
3.69

10.47  
14.40

961.25  
283.33 3.39
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of the n coded symbols is sufficient to decode all 
k information symbols. This “any k of n” property 
is highly desirable due to the randomness of era-
sures. A successful application of the MDS code 
is the Reed-Solomon code used to protect CDs 
and DVDs.

As introduced in [6], minimum latency codes 
are exactly MDS codes that are used to encode 
computation tasks. For a fog computing job exe-
cuted on n ENs, an (n, k) minimum latency code 
first decomposes the overall computation into 
k smaller tasks, for some k ≤ n. Then it encodes 
them into n coded tasks using an (n, k) MDS 
code, and assigns each of them to a node to com-
pute. By the aforementioned “any k of n” prop-
erty of the MDS code, we can accomplish the 
overall computation once we have collected the 
results from the fastest k out of n coded tasks, 
without worrying about the tasks still running on 
the slow nodes (or stragglers).

Minimum latency codes can help to significant-
ly improve the response time of fog applications. 
Let’s consider a computation task performed dis-
tributedly across n ENs. The response time of the 
uncoded approach is limited by the slowest node. 
An (n, k) repetition code breaks the computation 
into k tasks, and repeats each task (n/k) times 
across the n nodes, and the computation contin-
ues until each task has been computed at least 
once. On the other hand, for an (n, k) minimum 
latency code, the response time is limited by the 
fastest k out of n nodes that have finished their 
coded tasks. As shown in [6], for a shifted-expo-
nential distribution, the average response times of 
the uncoded execution and the repetition code 
are both 

Θ logn
n

⎛
⎝⎜

⎞
⎠⎟ .  

The minimum latency codes can reduce the 
response time by a factor of Q(log n). For exam-
ple, in a typical fog computing scenario with 10 
∼ 100 nodes, minimum latency codes can the-
oretically offer a 2.3 ∼ 4.6 speedup. More-

over, experiments on Amazon EC2 clusters were 
performed in [6], in which for a gradient descent 
computation for linear regression, minimum laten-
cy codes reduce the response time by 35.7 per-
cent on average. We further envision that in a fog 
computing environment where computing nodes 
are much more heterogeneous and likely to be 
unresponsive, the performance gain by using min-
imum latency codes will be much larger.

Other than speeding up the fog computing 
applications, minimum latency codes also maxi-
mize the survivability of the computation when 
faced with nodes failure/disconnection, that is, 
when the task results may never come back. We 
note that an (n, k) minimum latency code requires 
any k out of n tasks to be returned to guarantee 
a successful computation, and this level of robust-
ness cannot be provided by either the uncoded 
computation or the repetition code.

A Unified Coding Framework
We have so far discussed two different coding 
techniques that aim at minimizing the bandwidth 
consumption and the computation latency of fog 
computing. However, under a MapReduce-type 
computing model, a unified coded framework has 
been developed recently in [15] by introducing 
a trade-off between computation latency in the 
map phase and communication load in the shuffle 
phase.

As an example, in Fig. 5 we illustrate the 
trade-off between computation latency and com-
munication load that is achieved by the unified 
framework for running a distributed matrix mul-
tiplication over 18 edge nodes (see [15, Sec. III] 
for details). We observe that the achieved trade-
off approximately exhibits an inverse-linearly pro-
portional relationship between the latency and 
the load. In particular, we can see that the min-
imum bandwidth codes and minimum latency 
codes can be viewed as special instances of the 
proposed coding framework by considering two 
extremes of this trade-off: minimizing either the 
communication load or the computation latency 
individually. Next, we further illustrate how to uti-
lize this trade-off to minimize the total response 
time, which is the sum of the communication time 
in the shuffle phase and the computation latency 
in the map phase. For the matrix multiplication 
problem in Fig. 5, we consider real entries, each 
represented using 2 bytes, a shift-exponential dis-
tribution for the map task execution time, and a 
wireless network with speed 10 Mb/s. Then the 
minimum bandwidth codes that wait for all 18 
nodes to finish their map tasks achieve a total 
response time of 302 s,1 and the minimum laten-
cy codes that terminate the map phase when the 
fastest 3 nodes (minimum required number) finish 
their map tasks achieve a total response time of 
263 s. Using the unified coding framework, we 
can wait for the optimal number of the fastest 12 
nodes to finish, and achieve the minimum total 
response time of 186 s. Hence, this unified coding 
approach provides a performance gain of 38.4 
and 29.3 percent over the minimum bandwidth 
codes and minimum latency codes respectively.

This unified coding framework, which is essen-
tially a systematic concatenation of the minimum 
bandwidth codes and minimum latency codes, 
takes advantage of both coding techniques in 

Figure 4. Matrix multiplication using a minimum latency code. The code gen-
erates three coded tasks, each executed by an EN. The client recovers the 
final result after receiving the results from EN 1 and EN3. The runtime is not 
affected by the straggling EN 2.

Client

EN 1 EN 3
EN 2N 2EN 2N A1

A2

A 1X

X

(A1 + A2)X

A1 + A2

X
A 2

A 1AX = 

1 The communication load 
in Fig. 5 is normalized by the 
number of the rows of the 
matrix, which is 106 in this 
example.
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different stages of the computation. In the map 
phase, MDS codes are employed to create coded 
tasks, which are then assigned to ENs in a specific 
repetitive pattern for local execution. According 
to the specific computation latency of the map 
phase, all running map tasks are terminated as 
soon as a certain number of nodes have finished 
their local computations. Then in the shuffle 
phase, coded multicast opportunities specified by 
minimum bandwidth codes are greedily utilized 
until the data demands of all nodes are satisfied. 
For example, we can consider executing a linear 
computation consisting of m = 20 map tasks using 
K = 6 edge nodes, each of which can process m 
= (1/2) fractions of the tasks. To be able to end 
the map phase when only the fastest q = 4 nodes 
finish their local tasks, we can first use a ((K/q)m, 
m) = (30, 20) MDS code to generate 30 coded 
tasks, each of which is then assigned to mq = 2 
nodes for execution according to the repetitive 
assignment pattern specified by the minimum 
bandwidth codes. For more detailed illustrative 
examples, we refer the interested readers to [15, 
Sec. IV].

The unified coding framework allows us to 
flexibly select the operation point to minimize the 
overall job execution time. For example, when 
the network is slow, we can wait for more nodes 
to finish their map computations, creating bet-
ter multicast opportunities to further slash the 
amount of data movement. On the other hand, 
when we have detected that some nodes are run-
ning slow or becoming unresponsive, we can shift 
the load to the network by ending the map phase 
as soon as enough coded tasks are executed.

Conclusions and 
Future Research Directions

We demonstrate how coding can be effectively 
utilized to leverage abundant computing resourc-
es at the network edge to significantly reduce the 
bandwidth consumption and computation latency 
in fog computing applications. In particular, we 
illustrate two recently proposed coding concepts, 
minimum bandwidth codes and minimum latency 
codes, and discuss their impacts on fog comput-
ing. We also discuss a unified coding framework 
that includes the above two coding techniques 
as special cases, and enables a trade-off between 
computation latency and communication load to 
optimize the system performance.

We envision codes playing a fundamental role 
in fog computing by enabling efficient utilization 
of computation, communication, and storage 
resources at the network edge. This area opens 
up many important and exciting future research 
directions. Here we list a few.

Heterogeneous Computing Nodes

In distributed fog networks, different nodes 
have different processing and storage capacities. 
The ideas outlined in this article can be used to 
develop heuristic solutions for heterogeneous 
networks. For example, one simple approach is 
to break the more powerful nodes into multiple 
smaller virtual nodes that have homogeneous 
capability, and then apply the proposed coding 
techniques to the homogeneous setting. Howev-
er, systematically developing practical task assign-

ment and coding techniques for these systems 
that are provably optimum (approximately) is a 
challenging open problem.

Networks with 
Multi-Layer and Structured Topology

The current code designs for distributed comput-
ing[4, 5, 15] are developed for a basic topolo-
gy in which the processing nodes are connected 
through a shared link. While these results demon-
strate the significant gain of coding in distributed 
fog computing, we need to extend these ideas 
to more general network topologies. In such net-
works, nodes can be connected through multiple 
switches and links in different layers with different 
capacities.

Multi-Stage Computation Tasks

Another important direction is to consider more 
general computing frameworks, in which the 
computation job is represented by a directed 
acyclic task graph (DAG). While we can apply 
the aforementioned code designs for each stage 
of computation locally, we expect to achieve a 
higher reduction in bandwidth consumption and 
response time by globally designing codes for the 
entire task graph and accounting for interactions 
between consecutive stages.

Coded Computing Overhead

The current fog computing system under consid-
eration lacks appropriate modeling of the coding 
overhead, which includes the cost of the encod-
ing and decoding processes, the cost of perform-
ing multicast communications, and the cost of 
maintaining desired data redundancy across fog 
nodes. To make the study of coding in practical 
fog systems more relevant, it is important to care-
fully formulate a comprehensive model that sys-
tematically accounts for these overheads.

Figure 5. Comparison of the latency-load pairs achieved by the proposed uni-
fied scheme with the outer bound, for a distributed matrix multiplication 
job over a network of 18 nodes.
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Verifiable Distributed Computing
Fog architecture facilitates offloading of compu-
tational tasks from relatively weak computational 
devices (clients) to more powerful nodes in the 
edge network. As a result, there is a critical need 
for “verifiable computing” methods, in which clients 
can make sure they receive the correct calculations. 
This is typically achieved by injecting redundancy in 
computations by the clients. We expect codes to 
provide much more efficient methods for leveraging 
computation redundancy in order to provide veri-
fied computing in fog applications. 

Exploiting the 
Algebraic Structures of Computation Tasks

Recall that the minimum bandwidth codes can be 
applied to any general computation task that can 
be cast in a MapReduce framework. However, 
we expect to improve the overall performance 
if we exploit the specific algebraic properties of 
the underlying tasks. For example, if the task has 
some linearity, we may be able to incorporate it 
in communication and coding design in order to 
further reduce the bandwidth consumption and 
latency. On the contrary, minimum latency codes 
work only for some particular linear functions 
(e.g., matrix multiplication). It is of great interest 
to extend these codes to a broader class of com-
putation tasks.

Communication-Heavy Applications

Recall that by exploiting minimum bandwidth 
codes we can envision a fog system that can han-
dle many distributed fog nodes with a bounded 
communication load. Such a surprising feature 
would enormously expand the list of applica-
tions that can be offered over fog networks. One 
research direction is to re-examine some commu-
nication-heavy tasks to see if minimum bandwidth 
codes allow them to be implemented over distrib-
uted fog networks.

Plug-and-Play Fog Nodes

We can finally envision a software package (or 
app) that can be installed and maintained distrib-
utedly on each fog node. This package should 
allow a fog computing node to join the system 
anytime to work with the rest of the nodes or 
leave the system asynchronously, while the entire 
network still operates near optimum. Designing 
codes that guarantee integrity of computations 
despite such network dynamics is a very interest-
ing and important research direction.
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Abstract

The ubiquity and universality of smartphones 
make them ideal fog devices to bridge edge 
devices and the cloud. However, to support a 
wide range of applications, as well as adhere to 
the resource constraints presented, the software 
stack on smart phones needs to be reliable and 
adaptable. We propose RAINA, an architecture 
to enable reliability and adaptability in Android. 
While our work is on Android, our ideas can eas-
ily be adapted to other mobile OSs. This article 
describes our software architecture, systems chal-
lenges, application challenges, and methods to 
address these challenges. We also discuss future 
work to allow smartphones to truly be at the cen-
ter of the fog.

Introduction
The pervasiveness of cloud services, smartphones, 
wearables, Internet of Things (IoT) devices, and 
other embedded devices has led to the flow of 
computing, communication, and control toward 
the edge of the Internet. Small devices at the 
edge of the Internet (the “fog”) are networked 
with each other and with cloud services, distrib-
uting computation and data management tasks 
across them to best serve end users. Envisioned 
fog systems span many domains such as personal 
entertainment, medical services, home automa-
tion, assistive robotics, and automotive navigation. 
Development of edge devices including house-
hold appliances (e.g., smart thermostats and robot 
vacuum cleaners), critical patient assistive devices 
(e.g., insulin pumps, cochlear implants, and cardio 
monitors), personal convenience gadgets (e.g., 
Microsoft Hololens and Samsung Gear VR), and 
personal health devices (e.g., heart rate monitors 
and smart watches) have all required the need for 
computing/communication/control that is clos-
er to the user while still being connected to the 
Internet.

In all these applications, a user’s smartphone, 
due to computational power, connectivity, and 
accessibility, is an ideal platform to use as a central 
hub that connects other edge devices and enable 
a rich set of features previously not possible. A 
modern smartphone is equipped with adequate 
computing, memory, and storage, making it possi-
ble to share some of its resources to other, more 
resource-constrained edge devices. For example, 
a smartphone may be leveraged to provide timely 
audio processing capability for a cochlear implant. 

In addition, a smartphone is equipped with many 
network interfaces, such as WiFi, Bluetooth, 
fourth generation (4G), near firld communication 
(NFC), and others, allowing it to connect to edge 
devices. For example, a smartphone can interact 
with a smartwatch via Bluetooth and an item tag 
via NFC. Lastly, a smartphone is almost always 
with the user, providing easy accessibility for edge 
devices in the vicinity of the user. For example, a 
smartphone can connect to all the smart bulbs in 
a room where the user is and display their control 
for the user to adjust. We believe that availability 
along with adequate resources as well as the con-
nectivity allows the smartphone to be the center 
of fog computing.

It is due to these abilities that smartphones can 
enable a diverse set of user-centric applications. 
Several envisioned applications are potentially 
critical (monitoring a pace maker or cochlear 
implant), while others are not critical (browsing, 
taking pictures, social media), and still others are 
somewhere between (controlling the light bulb, 
Bluetooth headphones, augmented reality). To 
provide a combination of critical and non-critical 
services as required, the key properties required 
from the smartphone are reliability and adaptabili-
ty. A system is said to be reliable if an application 
runs in a timely manner, uses resources as expect-
ed, and performs the desired set of actions. Pro-
viding such reliability requires a holistic approach 
that considers all layers of a system, including the 
underlying platform (the operating system [OS] 
and system libraries) as well as applications. Con-
sidering the underlying platform is necessary since 
reliability is primarily a platform property. If the 
OS and its system libraries do not have proper 
mechanisms to provide reliability, the whole sys-
tem will not be reliable. In addition, considering 
applications is necessary since application pro-
gramming with reliability in mind is not straight-
forward. Even if the underlying platform provides 
application programming interfaces (APIs) and 
system services that provide reliability guarantees, 
if application programmers do not leverage those 
APIs and services, users will not benefit from the 
platform-level reliability.

Shown in Fig. 1 is a visualization of several con-
temporary mobile/embedded software systems 
along the dimensions of reliability, adaptability, 
and deployability. Traditional real-time OSs such 
as VxWorks are very popular (high deployability) 
and reliable. However, runtime customization is 
very challenging in such an environment. This is 
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very inconvenient to host on a smartphone with-
out the ability to easily download apps from a 
store and use various services with the touch of a 
button. To satisfy this need, modern mobile OSs 
provide high adaptability and are definitely highly 
deployable. But they provide best effort service, 
which implies that they are relatively unreliable. 
This precludes them from use for critical applica-
tions such as healthcare or emergency messaging.

At the Reliable Mobile Systems (RMS) lab at 
the University of Buffalo, we are undertaking a 
multi-year effort to develop RAINA,1 a reliable 
and adaptable software stack on smartphones. 
RAINA is being designed to support a variety of 
application domains, ranging from critical appli-
cations to non-critical applications. Figure 2 illus-
trates some example domains. RAINA is divided 
broadly into four projects: RTDroid [1, 2], RA [3], 
BlueSeal [4], and Reptor [5], which fall under two 
broad categories.

Systems Challenges: Mobile OSs have grown 
to be large pieces of software able to support a 
multitude of applications. However, most of these 
features are provided on a best effort basis. Sever-
al low-level constructs such as memory allocation 
and communication constructs do not provide 
priorities and timeliness guarantees, and there-
fore are unreliable. RTDroid is our effort to cor-
rect these problems and make Android, a popular 
mobile OS, reliable.

It is also hard to track resource usage by indi-
vidual apps, making it challenging to enable effi-
cient and fair use of different resources across 
applications. A battery is a scarce resource, and 
providing accurate usage information allows the 
system to make the most efficient use of the sys-
tem. Resource Accounting (RA) [3] is our project 
to provide accurate resource accounting of asyn-
chronous resources in Android. It provides OS 
and user-level constructs to accurately track I/O 
calls and attribute resource usage to individual 
apps. This allows for user policies for resource 
and energy usage to be implemented, fairly allow-
ing for improved use of the smartphone.

Application Challenges: From the decades of 
past experience with real-time systems, it is now 
well understood that writing reliable applications 
is notoriously difficult. Although many APIs and 
system services do provide reliability guarantees 

for applications, leveraging them correctly without 
errors is a difficult task. To alleviate this problem, 
we are exploring a programming model similar to 
Android and integrating it with RTDroid, providing 
programmers with building blocks that are easy to 
leverage to construct reliable applications. A sec-
ond challenge with real-time applications is their 
adaptability. We are investigating a specification 
mechanism coupled with virtual machine imple-
mentations that hide the complexities of achiev-
ing reliability from the programmer. In doing so, 
we leverage BlueSeal, our Android app analysis 
engine that is able to analyze Android constructs 
and their interactions, as well as Reptor, our 
Android app rewriting framework able to instru-
ment existing Android apps. These tools allow us 
to simplify app instrumentation, thereby making 
apps adaptable to the user’s needs.

Figure 3 illustrates our envisioned system stack 
for RAINA and its integration as a fog computing 
framework. Reptor and BlueSeal provide a pow-
erful compile time framework for automatically 
adapting applications for RAINA, while RTDroid 
and RA provide necessary runtime support to pro-
vide guarantees to applications at runtime. This 
allows for reliable and predictable interactions 
with sensor and micro embedded devices, allow-
ing RAINA to be used in the real-time domain. 
Robust Android-based connectivity allows for 
seamless integration to the cloud computing sys-
tems, making RAINA an ideal substrate to bridge 
low-evel sensor and embedded devices with 
high-level computing platforms like the cloud.

RAINA: Systems Challenges
Any platform that provides reliability requires 
two things: (a) a widely adopted infrastructure 
that can be deployed on a multitude of devic-
es and (b) mechanisms that allow us to build 
required software components with necessary 
guarantees. Interactions within applications and 
between applications must be well defined to 
achieve correctness. For fog computing, this is 
even more crucial due to potentially evolving soft-
ware systems. For example, mobile devices are 
highly adaptable, allowing their users to install, 
remove, update, and in some cases optimize soft-
ware components. Mobile software components 
usually allow applications to dynamically leverage 
each other’s exposed capabilities. To be able to 
reason about the correctness of deployed soft-
ware, we need a communication mechanism that 
is secure. Since many applications must be able to 
meet their timing requirements, we need mech-
anisms that are reliable. Hardware can vary, and 
applications may be required to be deployed on 
many different hardware platforms or migrate to 
newer platforms as devices become obsolete. To 
accommodate changing and evolving hardware 
platforms for fog applications, we need a frame-
work that is adaptable.

Timeliness of Operations

Current mobile OSs (Android, iOS, Windows 
Mobile, etc.) have little support for timeliness 
guarantees since they were designed for mobile 
devices and optimized for device mobility, user 
experience, and energy efficiency. There are two 
sources of unreliability on mobile platforms. First, 
the software stack as a whole does not have the 
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Figure 1. Comparison of embedded and sensing 
software systems with respect to RAINA.
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concept of priorities. Thus, an application that 
requires a timely result may have to wait for an 
non-critical background task. This often shows up 
in the event-driven task communication infrastruc-
ture. The second source of unreliability comes 
from the bowels of the platform where services 
such as the garbage collector can preempt appli-
cation code and lead to significant pauses. Using 
Android as our basis, we are incorporating mech-
anisms to the framework to provide timeliness 
to user apps under the RTDroid project (http://
rtdroid.cse.buffalo.edu/).

The goal of RTDroid is to look for non-invasive 
ways to make Android suitable for computational 
tasks that have timeliness requirements. We focus 
on the programming model, but also address the 
underlying infrastructure. By non-invasive, we mean 
that existing Android applications should continue 
to work without changes on the platform, while 
new applications can be written in a style that is 
not too alien for Android developers. Our work 
builds on previous research that enforced strict 
isolation between computations [6], and studies 
on how to reduce memory management latencies 
[7], add priorities to core communication primi-
tives [8], and add priorities in the lower levels of 
the Android stack [9]. The contribution of our work 
is a programming model for writing applications 
on Android-equipped devices [1] that can deliver 
soft real-time guarantees to applications that use 
it, while still allowing legacy code to run as before. 
More precisely, we aim to incorporate the follow-
ing changes to the platform.
Declarative Timeliness: A declarative mecha-

nism for programmers to specify the time-
liness and resource requirements for their 
applications, without entangling such specifi-
cations in the application itself

Priority-Aware Communication: Specialized 
communication primitives that preserve the 
Android communication model, but provide 
programmers control over how components 
of potentially differing priority levels and with 
different timeliness guarantees communicate

Pauseless Memory Management: An imple-
mentation of our proposed constructs that 
internally leverages region-based memory 
management to avoid interference from 
the garbage collector for computations that 
require timeliness guarantees

Extended APIs: Extensions of existing con-
structs to specify required real-time behav-
iors and interactions

Efficient Resource Accounting and Usage

Given the multitude of applications envisioned 
to use a smartphone platform, it becomes para-
mount to efficiently use resources. To this end, 
we require accurate resource usage, accounting 
in the system for fair allocation as well as enforce-
ment. Traditionally, CPU and memory formed 
these resources, and OSs were designed to 
efficiently use these resources. However, smart-
phones and other mobile devices are dominated 
by a multitude of network interfaces, input modal-
ities, displays, sensors, and actuators. Most such 
devices are I/O devices, with large usage latencies 
making traditional OS accounting mechanisms 
inaccurate. Primarily, accounting for asynchro-
nous resources — resources that are potentially 

used even when the requesting process is not run-
ning on the processor —is particularly challenging 
[10, 11].

To address this challenge, we propose RA 
[3], a general framework for accurate resource 
accounting in the OS as well as enhancements 
to user space daemons to provide access to this 
accounting information. It is based on our observa-
tion that in order to reason about asynchrony, we 
need to relate a user-level request for a resource 
to the corresponding kernel-level request issued 
to the resource hardware. Once we track these 
causal relations between user-level and kernel-level 
requests, we can accurately attribute a request and 
its actual resource use to its originating process.

We achieve this causality tracking with a 
general architecture composed of three core 
components: the top-half, which sits in the user-
space-kernel boundary and monitors the inter-
action between user processes and the kernel; 
the bottom-half, which sits in the kernel-hardware 
boundary that monitors the interaction between 
the kernel and the hardware resources; and 
the RA module, which is a bookkeeping kernel 
module that associates interactions crossing the 
boundaries at the top-half and the bottom-half. 
Given this architecture, a device driver writer just 
needs to add simple timing measurement code in 
the device driver to enable this accounting.

Figure 2. Example application domains supported by RAINA.
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Our prototype implemented in Linux demon-
strates the feasibility and the benefits of our 
approach. We implement our proposed architec-
ture in two subsystems, the sensor subsystem and 
the network subsystem. For the sensor subsystem, 
the top-half monitors system calls (e.g., open , 
close, read, write, and ioctl) as well as 
serial device access through tty. For the network 
subsystem, the top-half monitors system calls (e.g., 
send and receive) and sockets. With these 
cases, we show that our approach provides a 
more accurate method of resource accounting 
for asynchronous resources.

Our contributions are as follows:
•	 We identify asynchrony as the main chal-

lenge for accurate resource accounting for 
modern computing systems such as mobile 
devices, wireless sensors, and robotic sys-
tems.

•	 We propose a general architecture that accu-
rately tracks asynchronous uses of various 
devices.

•	 We implement a prototype of the archi-
tecture with two subsystems (sensors and 
network interfaces) and demonstrate the 
benefits of our approach.

RAINA: Application Challenges
Although the systems we have described so far 
provide predictable primitives at the system level, 
they are not enough for developing predictable 
applications. This is because programmers need 
to utilize the primitives correctly in order to devel-
op reliable software, which is known to be a dif-
ficult task. Thus, the second challenge we tackle 
is to develop tools to help programmers enable 
predictability in their applications. Our goal is to 
allow programmers who might not be familiar 
with the new primitives that our systems provide 
for predictability to write an app using existing 
mechanisms and APIs of Android. We then ask 
the programmer to provide a specification for 
the requirements and structure of the predictable 
(i.e., real-time) components. Using this specifica-
tion, we analyze the original app’s structure to 
see if it is compatible with respect to the speci-
fication, and synthesize a predictable variant of 
the app from the original app and specification. 
This allows automatic transformation of a regular 
Android app into a version of the app that uses 
our primitives for predictability.

Predictability Specification

Android applications are a collection of loosely 
coupled objects and services. Android provides 
a manifest configuration file to allow an applica-
tion to declare constructs, runtime access permis-

sion, and which type of events one construct can 
receive. For example, it lists resources the appli-
cation can access and defines mappings between 
Intents and their target constructs. This allows 
the programmer to statically express and limit the 
interactions of components. However, Android’s 
specification does not provide a way to declare, 
either statically or dynamically, the runtime require-
ments of these objects and services. For predictable 
application development, it is desirable (if not nec-
essary) to provide static bounds on the resources 
required by each component of the system, such 
that guarantees can be made about runtime perfor-
mance and predictability. Once these bounds have 
been established, it is likewise desirable to enforce 
them at runtime, or at least detect when they have 
been violated, so that mitigation techniques can 
be put in place. For example, the manifest cannot 
express configuration of parameters that affect the 
timeliness of an application. Likewise, there is no 
mechanism to limit the rate of interaction through 
message passing or callbacks; nor is there the capa-
bility to express component priorities and memory 
allowances.

Since Android already has a default mecha-
nism of statically declaring application configura-
tion parameters, it is a natural mechanism for us 
to leverage for real-time configuration and spec-
ification as well. Our system reads all real-time 
parameters from the file, preallocates memory 
regions, and executes different tasks according to 
the specification. Expressing the system require-
ments and constraints via a declarative specifica-
tion allows for the decoupling of configuration 
from the implementation. A direct consequence 
of this approach is that preallocation of compo-
nents can be separated out from the application 
itself. Additionally, a VM can reject applications 
for which it cannot satisfy enumerated require-
ments. For example, verification guarantees the 
correctness of the application in two aspects.
Memory Boundary Checking: The total mem-

ory of a component should be equal to the 
sum of objects of its persistent memory, its 
release memory, and the release memories 
of all its sub-components.

Channel Overflow Checking: The incoming 
message rates should not exceed the mes-
sage processing rates for each channel.

Analysis of Android Apps

To reach our goal of synthesizing predictable 
mobile apps, we must first be able to understand 
app logic and structure and the correspondence of 
this code to the provided specification. We note, 
however, that we do not verify that the logic and 
structure will meet the requirements of the specifi-
cation; instead, we analyze if the app logic can be 
structured to mirror the specification (i.e., creating 
a real-time-aware service from a standard service 
or set of services). To accomplish this, we plan to 
leverage our BlueSeal analysis engine [4], which 
can analyze the components of an Android app as 
well as the interactions between components.

The BlueSeal analysis engine will take in an 
RTDroid manifest as a specification as well as a 
standard app. This manifest will include informa-
tion about all real-time components in the system 
and their specific requirements. Additionally, this 
manifest will include the interactions the com-

Figure 3. RAINA system stack.
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ponents can perform and limitations on such 
interactions. BlueSeal will analyze the app, its 
components, and interactions between compo-
nents to see if the app structure adheres to the 
specification. Lastly, if the app’s structure satisfies 
the specification, we leverage the Reptor re-writ-
ing tool [5] to synthesize RTDroid components 
from their Android counterparts. This effectively 
re-writes an Android app to an RTDroid app.

Pre-Allocation of Resources

Since analyzing code to see if it adheres to real-
time constraints provided in a specification is 
difficult and an open research problem, our pro-
posed system instead leverages RTDroid’s abili-
ty to limit resource usage through pre-allocation 
and predictable resource management at runtime. 
To take full advantage of the static configuration 
defined by the manifest, RTDroid employs a multi-
stage configuration and boot process. Figure 4 
shows the entire system boot process, starting 
with compile time configuration processing, 
which is divided into five logical stages. During 
compile time, the Fiji VM compiler is responsi-
ble for parsing the manifest XML file. The com-
piler emits configuration classes for each of the 
configured objects in the manifest. It also emits 
the Configuration Object, which provides 
a unique handle to all configuration classes and 
objects needed by the boot sequence. Booting 
is accomplished in four steps. First, the VM per-
forms its own startup process and instantiates the 
Configuration Object. Once this is com-
plete, the VM hands off control to the RTDroid 
system. RTDroid is responsible for initializing all 
system services. Once the system services have 
been initialized, RTDroid initializes all Android 
components required by the application running 
on RTDroid. Information for all components and 
system services is defined in the manifest. Lastly, 
an intent (conceptually an asynchronous event) 
is delivered to the application, which triggers the 
application execution.

Conclusion
Smartphones and portable computing devices 
bridge cloud computing technologies with embed-
ded devices and IoT, thereby creating mobile fog 
computing. Future platforms and applications in 
the mobile fog demand varying degrees of predict-
ability in the apps deployed on these devices. The 
RMS lab is working to develop necessary technol-
ogies for ensuring predictable fog computing.
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Figure 4. RTDroid configuration and boot sequence.
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Abstract

Cloud-based wireless networking system 
applies centralized resource pooling to improve 
operation efficiency. Fog-based wireless network-
ing system reduces latency by placing process-
ing units in the network edge. Confluence of fog 
and cloud design paradigms in 5G radio access 
network will better support diverse applications. 
In this article, we describe the recent advances 
in fog radio access network (F-RAN) research, 
hybrid fog-cloud architecture, and system design 
issues. Furthermore, the GPP platform facilitates 
the confluence of computational and communica-
tions processing. Through observations from GPP 
platform testbed experiments and simulations, we 
discuss the opportunities of integrating the GPP 
platform with F-RAN architecture.

Introduction
When it comes to the development of the tele-
communication system nowadays, the concept of 
centralization is always mentioned. The concept 
of centralized architectures such as the baseband 
unit (BBU) pool of the cloud radio access net-
work (C-RAN) and third party cloud computing 
center services have been widely discussed. The 
concept of moving the computing, storage, and 
networking functions from the local end to the 
cloud enables the operators to manage the sys-
tem in an efficient and energy-saving way.

Meanwhile, the increasing number of smart 
Internet of Things (IoT) devices and emerging 
low-latency applications have attracted much atten-
tion in the industry [1, 2]. In an IoT network, load-
ing between massive devices and cloud servers 
might lead to heavy loading on backhaul [3]. In 
addition, latency to a centralized site is an issue for 
delay-sensitive applications. One of the solutions is 
to distribute a part of the computing services from 
cloud computing centers to the network edge. 
Such deployment is also known as mobile edge 
computing (MEC) or fog computing. By imple-
menting the radio access network (RAN) with the 
fog computing paradigm, some of the control and 
data plane functions can be processed not only 
in the BBU pool but also at a local BBU or even 
remote radio heads (RRHs). The idea was named 
fog RAN (F-RAN) and was first proposed at the 
Next Generation Mobile Networ ( NGMN) Forum 

in June 2014 [2]. With multiple computational tiers 
in F-RANs, the applications could be handled at 
a third party cloud computing server, a network 
edge node, or even local BBUs.

Several performance metrics have been iden-
tified for fifth generation (5G) wireless systems. 
Among them, low end-to-end latency will be a 
challenge [4]. As an end-to-end system is com-
posed of several protocol layers and system com-
ponents, the delay value in each protocol layer 
and system component needs to be handled care-
fully to minimize the end-to-end latency. From the 
radio interface to baseband processing to high-
er-layer protocols to computing, everything needs 
to be designed to support low latency. To meet 
the requirements of mission-critical applications in 
5G mobile networks, a key RAN design principle 
is to embrace the fog paradigm.

Trends in RAN Architecture
Confluence of Fog and Cloud

There are two system design paradigms: cloud 
and fog. The cloud-based design paradigm applies 
centralized resource pooling to achieve efficient 
resource utilization. Leveraging the advantages of 
both cloud-based and fog-based designs, a hybrid 
architecture that integrates the C-RAN and the 
F-RAN has been proposed.

In [5], the fog-cloud integrated RAN, which 
combines the C-RAN/heterogeneous C-RAN 
(H-CRAN) and the F-RAN, was proposed. In 
this architecture, there are four types of clouds: 
global centralized communication and storage 
cloud, centralized control cloud, distributed logi-
cal communication cloud, and distributed logical 
storage cloud. Here, we give a hybrid architecture 
example as shown in Fig. 1. The global centralized 
communication and storage cloud in the central-
ized BBU pool provides flexible management of 
radio signaling processing and resources in sub-
ordinate radio access points such as RRHs and 
fog-computing-based access points (F-APs).

In F-RANs, distributed logical communication 
and storage clouds are used. These clouds are 
composed of edge devices, such as RRHs, F-APs, 
and user equipments (UEs), which support direct 
device-to-device (D2D) communication with 
other UEs. Application processing can be per-
formed in the edge devices to reduce latency and 
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traffic loading to the BBU pool. Furthermore, adja-
cent edge devices can be interconnected to pro-
vide coordinated and cooperative functionalities 
among the devices. Thus, each edge device may 
exchange application data, and then relay the 
caching data to UEs. Each network topology (e.g., 
mesh, tree, or star topology) has its own pros and 
cons. In [2], a logical star topology, where a mas-
ter F-AP distributes computing-intensive applica-
tion tasks to its slave F-APs and summarizes the 
processing results, is used. The performance-cost 
trade-off is affected by the number of participating 
F-APs, the amount of assigned tasks for each par-
ticipating F-AP, and the status of F-APs.

The switch/selection of the RAN and applica-
tion processing among different clouds depends 
on the statuses of the edge devices and the char-
acteristics of application tasks. On the basis of 
the four clouds in the fog-cloud integrated RAN, 
four transmission modes to be selected for a UE 
are D2D, local coordination, global centralized, 
and centralized control modes, respectively. With 
a similar architecture in [6], the FogNet-HCRAN 
architecture proposed is proposed based on the 
harmonization of cloud-based H-CRAN and fog-
based FogNet. Design issues such as mobility 
management, caching in the application layer, 
and resource access control are studied. To allo-
cate the proper processing resources or switch 
a UE between the H-CRAN and FogNet, system 
optimization is conducted. In [7], recent work on 
the performance analysis of caching and radio 
resource allocation in F-RANs is discussed.

Confluence of Computing and Communications

The F-RAN can be considered as a wireless net-
working platform that closely combines communi-
cations and computing operations. In each of the 

system design dimensions (communications and 
computing), the architecture could be either fog-
based, cloud-based, or hybrid. To integrate the 
computing functionality to 5G communications 
networks, two approaches could be adopted: 
loosely coupled and tightly coupled.

Mobile Edge Computing: The European Tele-
communications Standards Institute’s (ETSI’s) 
MEC effort [8] could be considered as a loosely 
coupled approach to integrate computing with 
communications. On the MEC platform, the new 
computing resource is utilized as an infrastruc-
ture for executing mobile edge applications. The 
mobile edge host on the platform manages the 
computing resource by supervising the status of 
the mobile edge applications, for example, con-
trolling the registration and life cycle of each 
mobile edge application. To efficiently make use 
of the computing resource, the MEC platform 
hosts both the network function and mobile 
edge applications on the virtualized infrastruc-
ture that provides computing, storage, and net-
work services [3, 9]. Although the MEC resource 
and RAN resource are managed separately, as a 
benefit of loosely coupled architecture, an MEC 
host is able to request some RAN resources such 
as bandwidth for mobile edge applications with 
higher prioritization requirements. RAN commu-
nications and computing processing at network 
edges could be integrated with MEC to provide 
desirable features for applications. For example, 
an application that has a low latency requirement 
can choose to implement the rendering pipeline 
either in a mobile edge application running on 
the mobile edge host or directly on the client 
device [10]. For instance, mobile edge applica-
tions can use the information provided by the 
radio network information to improve the quality 
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Figure 1. Fog-cloud integrated RAN architecture.
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of service. Another example is where frequently 
accessed objects are stored in the MEC in order 
to reduce the downloading time of popular con-
tents in the local area [11].

GPP Platform: To integrate computing with 
communications, we could apply the tightly 
coupled approach for the next generation RAN 
design. The proliferation of the general-purpose 
processor (GPP) platform in wireless network-
ing systems will lead to another paradigm shift. 
Typically, conventional RAN equipment is built 
with specific and dedicated processing resourc-
es. Instead, in CPU-based platforms or integrated 
CPU/field programmable gate array (FPGA) plat-
forms, general and shared processing resourc-
es are available. In the emerging CPU or CPU/
FPGA-based RAN platform, processing resources 
could be utilized for both communications and 
computing. As a result, efficient utilization of pro-
cessing resources to meet the communications 
and computing requirements becomes an issue 
worthy of discussion.

One approach is to design F-RAN architecture 
based on the GPP platform [12]. The proposed 
scheme focuses on how to configure the compu-
tational power of the BBU pool to serve both the 
applications and communications processing. In 
the conventional setting of a BBU pool, there are 
separate processing units responsible for appli-
cation and RAN processing. In contrast, in the 
GPP platform F-RAN, running all processes on the 
same computing unit enables the system to man-
age the computing resource in a more efficient 
manner. The shared resource in the GPP platform 
could be used for communications and comput-
ing. In an example of serving mixed delay-sensi-
tive (DS) and delay-tolerant (DT) flows, as shown 
in Fig. 2, the CPU resource is divided for uplink 
DS transmission, uplink DT transmission, downlink 
DS transmission, downlink DT transmission, and 
application processing for MEC. 

The GPP-based F-RAN includes three tiers: the 
global centralized cloud, the distributed local cloud 
located in the subordinate radio access points, 
and the distributed local cloud constructed among 
the UEs. Each tier can apply hybrid computational 
architectures for application and RAN processing 
with the GPP platform. On the other hand, the pro-
cessing of the control plane can be centralized or 
localized in two tiers, which are the global central-

ized cloud and the distributed local cloud located 
in the subordinate radio access points. The distrib-
uted local clouds provide for low-latency signaling; 
for example, rapid intra-site handover for low laten-
cy traffic. The global centralized cloud, when con-
figured for hybrid processing, combines the control 
plane/user plane computations for both cost sav-
ings (e.g., sharing the same BBU) and resource sav-
ings (e.g., saving equipment energy during off-peak 
times). The global centralized cloud may also be 
configured for dedicated processing for handling 
control plane messages.

Design Issues in F-RANs

Traffic Forwarding for an 
Integrated Fog-Cloud System

To support diverse applications in 5G systems, 
the concept of network slicing is proposed. Mul-
tiple logical network slices for different applica-
tions can be supported by a single but integrated 
network. For example, the network can collect 
data from IoT devices and simultaneously provide 
streaming service for mobile users. There would 
be various types of applications running over the 
same network, creating different kinds of traffic 
flows. Each traffic flow has its own requirement 
on latency. Some applications, such as vehicle 
and gaming applications, possess the low-latency 
requirement. On the other hand, relatively high 
latency would cause less effect on services like 
web browsing activities. Under the multiple com-
putational tiers in a hybrid fog-cloud architecture, 
applications with distinct latency quality can be 
served by appropriate computing tiers. In this 
mixed traffic scenario, a differentiation mechanism 
needs to be applied to differentiate low-latency 
flows and delay-tolerant flows.

As shown in Fig. 2, by allocating the com-
putational resource from the cloud computing 
center to delay-tolerant traffic and assigning the 
local BBU computing tier to low-latency require-
ment flows, the proposed F-RAN architecture is 
able to handle mixed flows of delay-tolerant and 
delay-sensitive application flows. The computing 
resource in the local BBU is limited. It serves not 
only as a BBU for wireless communications, but 
also as a fog computing server. Both delay-toler-
ant and delay-sensitive traffic flows consume the 
baseband computing power of the local BBU. As 

Figure 2. GPP-platform-based F-RAN.
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a result, some of the low-latency services might 
not be served at the local BBU due to the lack of 
computing power, and need to be forwarded to 
back-end computing tiers.

To further analyze the cost of computing 
resource in the local BBU for either delay-tolerant 
or delay-sensitive traffic flows, capacity regions 
for each application should be considered. In the 
local BBU, all types of flows consume the same 
baseband processing resources. However, once 
the delay-sensitive application is allocated local 
fog computing service, the application would con-
sume extra computational resources in the local 
BBU and therefore influence the capacity region 
of the application.

Note that for the local BBU, the cost of serv-
ing fog computing depends on the types of the 
applications. For example, for applications such as 
AR and video delivery with caching, AR consumes 
more fog computing resource when executing the 
application locally, while video delivery costs more 
communication resource due to downlink video 
transmission. Therefore, the capacity regions for 
both applications will not be the same. Based on 
the application profile, which includes the required 
downlink communication resource, uplink commu-
nications resource, and computational resource, 
we could derive the capacity region for the appli-
cation. If the capacity regions for each application 
are derived, the RAN will have more information 
for admission control for a new application flow 
and dynamic traffic forwarding decisions.

Caching

In addition to the communication and computing 
design considerations, caching is the third dimen-
sion of design consideration in F-RANs. Caching has 
been identified as an important aspect by bringing 
storage functionality in network edges. Caching can 
improve quality of experience (QoE) of the consum-
ers in F-RANs, especially in delay-sensitive content 
retrieval. For example, the users of online social net-
works tend to value contents highly recommended 
by friends, which can be cached beforehand [13]. 
On the other side, the download time of videos can 
be reduced by local content caching at the mobile 
edge host. Nowadays, high-resolution video can be 
played on handheld devices. After the request is 
identified by the content caching application, the 
user traffic will go through the video compression 
and video analytics application before it is delivered 
to the end user [8].

Interworking between F-RAN and User Devices

In the fog networking system, computing tasks 
could be handled by servers, network nodes, and 
user devices. Dividing a computing task between 
cloud servers, network edge nodes, and UEs 
needs to consider the bandwidth consumption, 
computation load requirement, and delay. For 
example, wearable devices with low levels of 
processing and storage capacities could migrate 
some application processing to nearby edge 
nodes, which could be co-located with a base 
station or WiFi AP. Meanwhile, some powerful 
mobile nodes such as laptops and high-end smart-
phones could handle more computing tasks in the 
device and migrate applications to edge nodes 
occasionally. On the other hand, some proximal 
user devices might collaboratively handle some 

application processing tasks. In such a case, D2D 
communications might facilitate the proximal col-
laboration between user devices. A hybrid model 
that integrates computing task migration between 
a user device, a fog node at the network edge, 
and a cloud server could provide flexible sys-
tem operation. In a given F-RAN network-centric 
topology, the network may consist of fog nodes 
on the network edge, but the user devices do not 
provide for fog computing. Network-edge fog 
nodes might also be combined with cloud com-
puting nodes, whereas for a user-provided F-RAN 
topology, F-RAN architecture might include active 
engagement of users. User devices might be 
active in fog computing tasks. In addition, they 
may collaborate with other user devices.

Security

Although the security issue is critical for the devel-
opment of F-RAN systems, there is little discussion 
on the topic. By moving the RAN resources from 
the clouds to the edge, F-RANs will encounter 
some security concerns that might not occur in 
the conventional scenarios with centralized clouds 
only. Compared to the global centralized cloud 
RAN architecture, the F-RAN is more vulnerable 
to threats from malicious attacks on the system 
[1]. Under the F-RAN deployment, the distributed 
fog computing units might not be able to detect 
an attack due to the lack of global information of 
the whole network. In an even worse scenario, due 
to the fact the authentication policy is enforced 
on the edge end of the network, instead of in the 
cloud, the attacker could easily get permission to 
access the network through the end gateways and 
remain undetected by the global cloud or firewall.

The article [14] further analyzes the security 
issue. Moreover, it shows an example on how 
a man-in-the-middle attack can affect F-RANs. A 
stealth test has been done in a realistic environ-
ment, and the result shows that under the distrib-
uted F-RAN architecture, this kind of attack is not 
easy to detect.

On the other hand, the F-RAN still has some 
advantages in enhancing network security. For 
end devices that are equipped with constrained 
computing resource, the edge end computational 
tiers in F-RANs can serve as a security and virus 
scanning IoT supervisor and respond quickly if 
threats are detected [1].

Observations from an 
Experimental Testbed

To further examine the feasibility of the proposed 
F-RAN system, we have done a series of exper-
iments on a realistic RAN system. We observed 
the CPU behavior of a local BBU in a testbed by 
measuring the CPU loading. The local BBU test-
bed is an 8-core GPP platform. Four cores are 
used for basic BBU functions and other operat-
ing system processes. During the observation, we 
first constructed a downlink or uplink channel 
between the core network and the UE end. Then 
we used iperf to generate traffic and monitor the 
CPU loading under different loading conditions.

We first measured the background CPU activ-
ity without running BBU-related processes on the 
platform. As the asterisk line of Fig. 3a shows, 
there are some minor CPU operations due to 
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the background process. The circle line of Fig. 3a 
shows the measurement result after turning on the 
local BBU: periodic CPU activity was observed. 
The behavior of each CPU core is periodically 
recorded in Fig. 3b. When we started to transmit 
data, it could be observed that besides the peri-
odic background CPU activity measured in the 
previous experiment, there is additional activity 
in CPU loading. The period of the background 
CPU load remained the same regardless of the 
value of the traffic loads. However, the extra CPU 
load rose with the increase of the traffic loads. 
As an example, Fig. 4a depicts the measurement 
of background CPU activities plus the extra CPU 
load based on 10 Mb/s downlink transmission.

To investigate the relationship between traf-
fic load and CPU load, we changed the down-
link and uplink transmission loads and recorded 
the increase of the computing resource usage 
in the local BBU. For downlink transmission, the 
result is shown in Fig. 4b. The circle line depicts 
the actual throughput of the connection, and the 
asterisk line shows the CPU load usage caused 
by different downlink traffic loading. Figure 4c 
shows another result under uplink transmission. A 
linear growth of the CPU load consumption could 
be observed for both downlink and uplink trans-
missions. Each type of transmission had its own 
CPU-traffic load ratio.

Based on the result in Fig. 4, we could predict 
the local BBU CPU load based on the traffic load 
information. Combined with the observed result in 

the first experiment, it would be possible to predict 
the remaining BBU computational resource for fog 
computing service. As traffic demand from diverse 
applications varies in the time and spatial domains, 
adaptive system operation is needed in a heteroge-
neous wireless network [15]. With a better under-
standing of the traffic-CPU loading relationship, 
context-aware policies could be applied for GPP-
based F-RAN operations. The system could allo-
cate computing resource to delay-sensitive and 
delay-tolerant applications wisely.

Observations from Traffic Forwarding 
Policies in an Integrated  

Fog-Cloud System
The proposed F-RAN architecture can be mod-
eled as a queuing system, as illustrated in Fig. 5. 
Application traffic generated by UEs is catego-
rized as delay-sensitive (DS) and delay-tolerant 
(DT). DS traffic has stringent latency requirements 
and needs prompt computation at the local appli-
cation server. On the other hand, DT traffic could 
tolerate longer delay and is served by the cloud 
server. It is assumed that the total computation-
al resource is fixed at an F-RAN node and could 
be dynamically allocated to baseband process-
ing and application-dependent computation. Two 
F-RAN policy controllers are required for effi-
cient resource utilization, as also shown in Fig. 5. 
The routing controller determines whether a DS 
request should be routed to the local or cloud 

Figure 3. a) CPU load with 0M traffic; b) the load of each core with 0M traffic. 
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server, based on the status of the computational 
resource and queue size of the APP queue. In 
principle, the amount of DS traffic routed to the 
APP should avoid overflowing at the APP queue 
and overwhelming the baseband server. The pro-
cessing prioritization controller determines wheth-
er or not service differentiation between uplink 
and downlink DS requests should be applied to 
the baseband processing server. Here, the down-
link DS requests are referred to as the DS traffic 
that has completed its services at the local appli-
cation server. A possible option would be that 
downlink DS traffic is granted higher priority (e.g., 
to be the head of the DS queue in Fig. 5). By 
doing so, the latency of DS traffic could be further 
reduced. One could expect a trade-off between 
end-to-end latency of DS traffic and blocking 
probabilities of uplink DS and DT traffic regardless 
of resource allocation, routing, and processing 
prioritization policies.

A simulation is conducted to evaluate the per-
formance of the proposed F-RAN, based on the 
aforementioned queuing system. A very simple 
routing policy is adopted where uplink DS traffic 
is routed to the local application server as long as 
the APP queue is not full. In order to avoid long 
queuing delay, the maximum APP queue size is 
set as 3 (requests). Otherwise, the queuing delay 
at the APP queue would easily diminish the ben-
efit of local application processing. A first-in first-
out (FIFO) policy is applied to the DS queue so 
that uplink and downlink DS requests are treat-
ed equally. An alternative policy is giving down-
link DS requests higher priority by placing the 
requests at the head of the DS queue. Although 
the downlink DS requests would benefit from this 
policy, the uplink DS traffic would also face a lon-
ger queuing delay and a higher blocking proba-
bility. As a result, the end-to-end latency may not 
necessarily be reduced. Finally, it is assumed that 
there are a total of 14 computation units (e.g., 14 
CPU cores) at the fog node where 7, 4, and 3 are 
reserved for DS baseband processing, DT base-
band processing, and local application, respec-
tively. The allocation of computation resource to 
different services at the fog node has a significant 
impact on the end-to-end latency performance. 
For example, if r percent of uplink DS traffic is 
routed to the local application server, the com-
putation units in the DS baseband server should 
be at least (100+r) percent as large as in the local 
application server to avoid unstable operation.

Figure 6 shows the end-to-end latency and suc-
cessful rate of DS traffic. The end-to-end laten-
cy of a DS request includes both uplink and 
downlink queuing and processing delay in the 
baseband server, and the queuing and process-
ing delay at the local application or cloud server, 
depending on the route the request uses. The suc-
cessful rate is defined as the percentage of the DS 
requests that are served successfully and received 
by UEs. The average latency in the figure is the 
weighted average of the latency experienced by 
DS requests through the local application server 
and the latency through the cloud server, which 
are also shown in the figure. The results show 
that although under the proposed F-RAN archi-
tecture the DS traffic being routed through the 
cloud server experiences higher end-to-end delay 
compared to the traditional C-RAN, that being 

routed through the local application server expe-
riences much shorter delay. As a result, the aver-
age latency is reduced compared to the C-RAN 
architecture for most of the traffic loads. For the 
cases where the traffic load is high, computation 
resource allocated to the baseband server does 
not suffice to serve baseband processing, let 
alone the local application computation. There-
fore, the average latency is higher than that under 
the C-RAN architecture. The observations verify 
that a dynamic routing policy that adapts to the 
resource utilization is key to the end-to-end laten-
cy reduction under the proposed F-RAN. Figure 6 
also shows that some uplink DS traffic, even only 
6 percent in the worst cases, is dropped under 
the proposed F-RAN, compared to 0 percent (i.e., 
100 percent successful) under the C-RAN. In our 
simulation, 11 (7 + 4) computation units are allo-
cated to the DS baseband server, and all uplink 
DS traffic is routed to the cloud server. As a result, 
no DS request is dropped. Under the proposed 
F-RAN, both uplink and downlink DS requests are 

Figure 5. Model of the F-RAN architecture.
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subject to being blocked at the baseband server 
as only seven units are allocated. The trade-off 
between the end-to-end latency and the success 
rate results from the allocation of computation 
resource to the baseband processing and appli-
cation processing. One would need to make such 
a trade-off via user-defined or application-depen-
dent utility function, which can easily be integrat-
ed into the proposed F-RAN architecture.

Conclusions
The F-RAN is promising for low-latency opera-
tion in 5G. Hybrid architecture can leverage 
the respective advantages of the F-RAN and the 
C-RAN. The integrated fog-cloud wireless design 
system provides efficient operation to support 
diverse applications. The emerging GPP platform 
enables the F-RAN for flexible operation in com-
munications, computation, and storage. Based 
on the experimental testbed observations, adap-
tive resource allocation and traffic forwarding 
in F-RANs have the potential to provide better 
QoE for diverse applications. Security issues and 
interworking design between the F-RAN and user 
devices are also important future research direc-
tions.
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Abstract

MEC is an emerging paradigm that provides 
computing, storage, and networking resources 
within the edge of the mobile RAN. MEC serv-
ers are deployed on a generic computing plat-
form within the RAN, and allow for delay-sensitive 
and context-aware applications to be executed 
in close proximity to end users. This paradigm 
alleviates the backhaul and core network and is 
crucial for enabling low-latency, high-bandwidth, 
and agile mobile services. This article envisions 
a real-time, context-aware collaboration frame-
work that lies at the edge of the RAN, comprising 
MEC servers and mobile devices, and amalgam-
ates the heterogeneous resources at the edge. 
Specifically, we introduce and study three rep-
resentative use cases ranging from mobile edge 
orchestration, collaborative caching and process-
ing, and multi-layer interference cancellation. We 
demonstrate the promising benefits of the pro-
posed approaches in facilitating the evolution to 
5G networks. Finally, we discuss the key technical 
challenges and open research issues that need to 
be addressed in order to efficiently integrate MEC 
into the 5G ecosystem.

Introduction
Over the last few years, our daily lifestyle is 
increasingly exposed to a plethora of mobile 
applications for entertainment, business, educa-
tion, health care, social networking, and so on. 
At the same time, mobile data traffic is predict-
ed to continue doubling each year. To keep up 
with these surging demands, network operators 
have to spend enormous efforts to improve users’ 
experience while maintaining healthy revenue 
growth. To overcome the limitations of current 
radio access networks (RANs), two emerging par-
adigms have been proposed:
•	 Cloud RAN (C-RAN), which aims at the cen-

tralization of base station (BS) functions via 
virtualization

•	 Mobile edge computing (MEC), which pro-
poses to empower the network edge

While the two technologies propose to move 
computing capabilities in a different direction (to 
the cloud vs. to the edge), they are complemen-
tary, and each has a unique position in the fifth 
generation (5G) ecosystem.

As depicted in Fig. 1, MEC servers are 
implemented directly at the BSs using a gener-
ic computing platform, allowing the execution 
of applications in close proximity to end users. 
With this position, MEC can help fulfill the strin-
gent low-latency requirement of 5G networks. 
Additionally, MEC offers various network improve-
ments, including: 
•	 Optimization of mobile resources by hosting 

compute-intensive applications at the net-
work edge

•	 Pre-processing of large data before sending it 
(or some extracted features) to the cloud

•	 Context-aware services with the help of RAN 
information such as cell load, user location, 
and allocated bandwidth

Although the MEC principle also aligns with the 
concept of fog computing [1], and the two are 
often referred to interchangeably, they slightly 
differ from each other. While fog computing is 
a general term that opposes cloud computing 
in bringing the processing and storage resourc-
es to the lower layers, MEC specifically aims at 
extending these capabilities to the edge of the 
RAN with new function splitting and a new inter-
face between the BSs and the upper layer. Fog 
computing is most commonly seen in enter-
prise-owned gateway devices, whereas MEC 
infrastructure is implemented and owned by the 
network operators.

Fueled by the potential capabilities of MEC, 
we propose a real-time context-aware collab-
oration framework that lies at the edge of the 
cellular network and works side by side with the 
underlying communication network. In partic-
ular, we aim at exploring the synergies among 
connected entities in the MEC network to form a 
heterogeneous computing and storage resource 
pool. To illustrate the benefits and applicabili-
ty of MEC collaboration in 5G networks, we 
present three use cases including mobile edge 
orchestration, collaborative video caching and 
processing, and multi-layer interference cancel-
lation. These initial target scenarios can be used 
as the basis for the formulation of a number of 
specific applications.

The remainder of this article is organized as 
follows. In the following section, we present 
the state of the art on MEC. Then we provide a 
comparison between MEC and C-RAN in various 
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features. Following that, we describe the three 
case studies to illustrate the applicability and ben-
efits of the collaborative MEC paradigm. Then we 
highlight some key challenges and open research 
issues that need to be tackled. Finally, we draw 
our conclusions in the final section.

State of the Art
In 2013, Nokia Networks introduced a very 
first real-world MEC platform [2] in which the 
computing platform — radio applications cloud 
servers (RACS) — is fully integrated with the Flexi 
Multiradio base station. Under a scenario of a 
“smarter city” [3], IBM discusses how operators 
can leverage the capabilities of mobile edge 
network virtualization to deploy disruptive ser-
vices for consumers and enterprises. Saguna also 
introduces their fully virtualized MEC platform, 
Open-RAN [4], which can provide an open 
environment for running third-party MEC appli-
cations. Recently, the European Telecommuni-
cations Standards Institute (ETSI) formed a MEC 
Industry Specifications Group (ISG) in order to 
standardize and moderate the adoption of MEC 
within the RAN [5].

From the theoretical perspective, the authors 
in [6] consider the computation offloading prob-
lem in a multi-cell MEC network, where a dense 
deployment of radio access points facilitates prox-
imity high-bandwidth access to computational 
resources but also increases inter-cell interference. 
The authors in [7] provide a collective overview 
of the opportunities and challenges of “fog com-
puting” in the networking context of the Internet 
of Things (IoT). Several case studies are presented 
to highlight the potential and challenges of the 
fog control plane such as interference, control, 
configuration, and management of networks, and 
so on (http://Fogresearch.org).

In summary, prior works on MEC focused on 
feasibility of MEC-RAN integration, deployment 
scenarios, and potential services and applications. 
In contrast to existing works on MEC, which do 
not explore the synergies among the MEC entities, 
this article takes one step further by proposing a 

collaborative MEC paradigm and presents three 
strong use cases to efficiently leverage this collab-
oration space.

MEC vs. C-RAN
A redesigned centralization of RAN is proposed 
as C-RAN, where the physical layer communi-
cation functionalities are decoupled from the 
distributed BSs and are consolidated in a virtual-
ized central processing center. With its central-
ized nature, it can be leveraged to address the 
capacity fluctuation problem and to increase 
system energy efficiency in mobile networks 
[8]. Besides an approach to 5G standardization, 
C-RAN can provide new opportunities for IoT, 
opening up a new horizon of ubiquitous sens-
ing, interconnection of devices, service sharing, 
and provisioning to support better communi-
cation and collaboration among people and 
things in a more distributed and dynamic man-
ner. The integration of cloud provider, edge 
gateways, and end devices can support power-
ful processing and storage facilities to massive 
IoT data streams (big data) beyond the capa-
bility of individual “things” as well as provide 
automated decision making in real time. Thus, 
the C-RAN and IoT convergence can enable 
the development of new innovative applications 
in various emerging areas such as smart cities, 
smart grids, smart healthcare, and others aimed 
at improving all aspects of human life.

The full centralization principle of C-RAN, 
however, entails the exchange of radio signals 
between the radio heads and cloud processing 
unit, which imposes stringent requirement to the 
fronthaul connections in terms of throughput and 
latency. On the other hand, the MEC paradigm is 
useful in reducing latency and improving localized 
user experience, but the amount of processing 
power and storage is orders of magnitude below 
that of the centralized cloud in C-RAN. In Table 1, 
we summarize the comparison between MEC and 
C-RAN in various aspects. One important note is 
that MEC does not contradict with C-RANs but 
rather complement them. For example, an appli-
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cation that needs to support very low end-to-end 
delay can have one component running in the 
MEC cloud and other components running in the 
distant cloud.

In the following sections, we present our case 
studies where we propose novel scenarios and 
techniques to take advantage of the collaborative 
MEC systems.

Case Study I: 
Mobile Edge Orchestration

In spite of the limited resources (e.g., battery, 
CPU, memory) on mobile devices, many compu-
tation-intensive applications from various domains 
such as computer vision, machine learning, and 
artificial intelligence are expected to work seam-
lessly with real-time responses. However, the 
traditional way of offloading computation to the 
remote cloud often leads to unacceptable delay 
(e.g., hundreds of milliseconds [9]) and heavy 
backhaul usage. Due to its distributed computing 
environment, MEC can be leveraged to deploy 
applications and services as well as to store and 
process content in close proximity to mobile 
users. This would enable applications to be split 
into small tasks with some of the tasks performed 
at the local or regional clouds as long as the laten-
cy and accuracy are preserved.

In this case study, we envision a collabora-
tive distributed computing framework where 
resource-constrained end-user devices outsource 
their computation to the upper-layer comput-
ing resources at the edge and cloud layers. Our 
framework extends the standard MEC originally 
formulated by ETSI, which only focuses on indi-
vidual MEC entities and on the vertical inter-
action between end users and a single MEC 
node. Conversely, our proposed collaborative 
framework will bring many individual entities 
and infrastructures to collaborate with each 

other in a distributed system. In particular, our 
framework oversees a hierarchical architecture 
consisting of:
•	 End user, which implies both mobile and stat-

ic end-user devices such as smartphones, 
sensors, and actuators

•	 Edge nodes, which are the MEC servers co-lo-
cated with the BSs

•	 Cloud node, which is the traditional 
cloud-computing server in a remote data 
center
Our novel resource management framework 

lies at the intermediate edge layer and orches-
trates both the horizontal collaboration at the 
end-user layer and the MEC layer as well as the 
vertical collaboration between end users, edge 
nodes, and cloud nodes. The framework will 
make dynamic decisions on “what” and “where” 
the tasks in an application should be executed 
based on the execution deadline, network condi-
tions, and device battery capacity.

There have been a number of works in the 
mobile computing domain where data from the 
local device is uploaded to the cloud for further 
processing [10] or executed locally via approxi-
mate computing [11] to combat the problem 
of limited resources. In [12] we focused on the 
“extreme” scenario in which the resource pool was 
composed purely of proximal mobile devices. In 
contrast, MEC introduces a new stage of process-
ing such that the edge nodes can analyze the data 
from nearby end users and notify the cloud node 
for further processing only when there is a signifi-
cant change in data or accuracy of results. In addi-
tion, sending raw sensor values from end users to 
the edge layer can overwhelm the fronthaul links; 
hence, depending on the storage and compute 
capabilities of user devices and the network con-
ditions, the MEC orchestrator can direct the end 
users to extract features from the raw data before 
sending to the edge nodes.

Table 1. Comparison of features: MEC vs. C-RAN.

MEC C-RAN

Location
Co-located with base stations or aggregation 
points.

Centralized, remote data centers.

Deployment planning
Minimal planning with possible ad hoc deploy-
ments.

Sophisticated.

Hardware
Small, heterogeneous nodes with moderate 
computing resources.

Highly capable computing servers. 

Fronthaul requirements

Fronthaul network bandwidth requirements 
grow with the total amount of data that need to 
be sent to the core network after being filtered/
processed by MEC servers.

Fronthaul network bandwidth require-
ments grow with the total aggregated 
amount of data generated by all users.

Scalability High
Average, mostly due to expensive 
fronthaul deployment.

Application delay
Support time-critical applications that require 
latencies less than tens of milliseconds.

Support applications that can tolerate 
round-trip delays on the order of a few 
seconds or longer.

Location awareness Yes N/A

Real-time mobility Yes N/A
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In Figs. 2a and 2b, we illustrate two mobile 
applications from different domains that are good 
candidates for being executed at the edge. The 
darker blocks in these applications represent the 
computation-intensive tasks of the applications 
that can be offloaded to the upper-level resourc-
es (edge and cloud). In Fig. 2c we compare the 
time taken for execution of the mobile application 
represented in Fig. 2a (canny edge detection) by 
using different strategies:
•	 Executing the application locally on the 

mobile device (Local)
•	 Distributing tasks to proximal mobile devices 

forming a mobile device cloud (MDC) [12]
•	 Offloading the tasks to a single MEC server 

(MEC)
•	 To two collaborating MEC servers (collab 

MEC), respectively. 
For execution in an MDC we model the 

mobility patterns of devices in the proximity as 
a normal distribution with mean availability dura-
tion of devices varying with m = {100, 200} s and 
s = 5 s. We assume that the local mobile devic-
es connect with the MEC server on a 1 Mb/s 
link. The mobile devices involved in the experi-
ment include two Samsung Galaxy Tabs and four 
smartphones (two ZTE Avid N9120s and two 
Huawei M931s). For MEC servers we used two 
desktops with Intel Core i7 CPU at 3.40 GHz 
and 16 GB RAM. We execute the application 
in Fig. 2a by using input data from the Berke-
ley image segmentation and benchmark dataset. 
Resolution of each image is 481  321 pixels. A 
task consists of finding edges of 20 images from 
the dataset. For the current simulation, we use 
a round-robin technique for the MDC where all 
the devices are given equal tasks. Sophisticat-
ed task allocation algorithms can be run at the 
arbitrator to decide how many tasks to run at 
each service provider based on the computa-
tional capabilities of different service providers. 
After execution of the tasks, the service provider 
returns the task to the service requester. In Fig. 
2c we see that the performance of execution on 
a single MEC server is significantly better than 
the execution on a local device and MDC. The 
gain in terms of execution time on using collabo-

rative MEC over execution of the application on 
a single MEC server is around 40 percent.

The example above illustrates the benefit of 
the collaborative MEC framework in reducing 
execution time of the two image processing tasks. 
The extension of this strategy will greatly benefit 
the service requesters, which are health analytics 
providers in this case, as they see lower latency in 
the execution of the application as the MEC serv-
ers are at the BS rather than at the cloud. These 
service requesters require processing of large 
data, and the MEC servers expedite the process-
ing time by dividing the processing between MEC 
servers (extracting features from the raw data) 
and cloud resources (running computation-inten-
sive applications using extracted features as input 
data). This leads to faster availability results for the 
data analytics expert and also gives faster results 
to patients requesting results.

Currently, to present preliminary results we use 
a simple image processing application. However, 
we believe that a compute-intensive application 
(e.g., real-time activity detection with significant 
variations in execution time of tasks) or a data-in-
tensive application (e.g., real-time face detection 
in a video with a large volume of input data) will 
require a powerful computing environment like 
ours to make dynamic decisions on what and 
where are the tasks to be executed based on 
real-time conditions, which will make application 
execution via collaborative MEC even more chal-
lenging.

Case Study II: Collaborative 
Video Caching and Processing

Mobile video streaming traffic is predicted to 
account for 72 percent of the overall mobile data 
traffic by 2019 [13], posing immense pressure on 
network operators. To overcome this challenge, 
edge caching has been recognized as a promising 
solution, by which popular videos are cached in 
the BSs or access points so that demands from 
users for the same content can be accommodated 
easily without duplicate transmission from remote 
servers. This approach helps substantially reduce 
backhaul usage and content access delay. While 

Figure 2. Block diagram showing tasks of different mobile applications in a) image processing domain (canny edge detection); b) ubiq-
uitous health-care domain (stress quantification). The darker blocks in these applications represent the computationally intensive 
tasks of the applications that can be offloaded to the remote resources (edge and cloud); c) comparison of different startegies to 
execute computationally intensive mobile applications.
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content caching and delivery techniques in wire-
less networks have been studied extensively (e.g., 
[14, references therein]), existing approaches 
rarely exploit the synergy of caching and comput-
ing at the cache nodes. Due to the limited cache 
storage at individual BSs, the cache hit rate is still 
moderate. Several solutions have considered col-
laborative caching, in which a video request can 
be served using not only the local BS’s cache, but 
also the cached copy at neighboring BSs via the 
backhaul links [15].

With the emergence of MEC, it is possible to not 
only perform edge caching but also edge processing. 
Our approach will leverage edge processing capa-
bility to improve caching performance/efficiency. 
Such a joint caching and processing solution will 
trade off storage and computing resources with 
backhaul bandwidth consumption, which directly 
translates into sizable network cost saving. Due to 
the heterogeneity of users’ processing capabilities 
and the variance of network connections, user pref-
erence and demand toward a specific video might 
be different. For example, users with highly capable 
devices and fast network connections usually pre-
fer high-resolution videos, whereas users with low 
processing capabilities or low bandwidth connec-
tions may not enjoy high-quality videos because the 
delay is large and the video may not fit within the 
device’s display. Leveraging such behavior, adaptive 
bit rate (ABR — https://en.wikipedia.org/wiki/Adap-
tive_bitrate_streaming) streaming techniques have 
been developed to improve the quality of delivered 
video on the Internet as well as wireless networks. 
Examples of such techniques include Apple HTTP 
Live Streaming (HLS), Microsoft Smooth Streaming, 
and Adobe Systems HTTP Dynamic Streaming. In 
ABR streaming, the quality of the streaming video is 
adjusted according to the user device’s capabilities, 
network connection, and specific request. Existing 
video caching systems often treat each request for 
a video version equally and independently, without 
considering their transcoding relationship, resulting 
in moderate benefits.

In this case study, we exploit both ABR stream-
ing and collaborative caching to improve the 

caching benefits beyond what can be achieved 
by traditional approaches. The proposed collab-
orative video caching and processing framework 
deployed on a MEC network [16] is illustrated in 
Fig. 3. Given the storage and computing capabil-
ities, each MEC server acts as a cache server as 
well as a transcoding server. These servers col-
laborate with each other to not only provide the 
requested video but also transcode it to an appro-
priate variant. Each variant is a bit rate version of 
the video, and a higher bit rate version can be 
transcoded into lower bit rate ones. The potential 
benefits of this strategy are three-fold:
•	 The content origin servers need not generate 

all variants of the same video.
•	 Users with various capabilities and network 

conditions will receive videos that are suited 
for their capabilities, as content adaptation 
is more appropriately done at the network 
edge.

•	 Collaboration among the MEC servers 
enhances cache hit ratio and balance pro-
cessing load in the network.
In our proposed joint collaborative caching and 

processing strategy, referred to as CoPro-CoCache, 
we distribute the most popular videos in the serving 
cell of each BS to the corresponding cache server of 
that BS until the cache storage is full. When a user 
requests a video that requires transcoding from a 
different version in the cache, the transcoding task 
is assigned to the MEC server having lower load, 
which could be the MEC server storing the original 
video version (data provider node) or the serving 
MEC server (delivery node). This helps balance the 
processing load in the network.

To illustrate the potential benefits of the pro-
posed approach, we perform numerical simula-
tion on a representative RAN with five BSs, each 
equipped with a MEC server that performs caching 
and transcoding. We assume a library of 1000 vid-
eos is available for download. The video populari-
ty requested at each BS follows a Zipf distribution 
with parameter 0.8, that is, the probability that an 
incoming request is for the ith most popular video is 
proportional to 1/i0.8. In order to obtain a scenario 
where the same video can have different popular-
ities at different locations, we randomly shuffle the 
distributions at different BSs. Video request arrival 
follows a Poisson distribution with same rate at each 
BS. In Figs. 4a and 4b we compare the performance 
of four caching strategies in terms of backhaul traffic 
reduction. It can be seen that utilizing processing 
capabilities significantly helps reduce the backhaul 
traffic load. In addition, our proposed CoPro-Co-
Cache strategy explores the synergies of processing 
capabilities among the MEC servers, rendering addi-
tional performance gain. Figure 4c illustrates the pro-
cessing resource utilization of the CoPro-CoCache 
scheme vs. different video request arrival rates and 
cache capacity. We observe that the processing 
utilization increases with arrival rate and moderate 
cache capacity; however, it decreases at high cache 
capacity. This is because with high cache capacity, 
we can store almost all the popular videos and their 
variants, and thus there are fewer requests requiring 
transcoding.

While choosing the optimal bit rate for video 
streaming can enhance instant download through-
put, existing client-based bit rate selection may 
not be able to adapt fast enough to the rapidly 

Figure 3. Illustration of collaborative video caching and processing framework 
deployed on an MEC network.
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varying conditions, leading to underutilization of 
radio resources and suboptimal user experience. 
A promising solution is to use a RAN analytic 
agent at the MEC server to inform the video serv-
er of the optimal bit rate to use given the radio 
conditions for a particular video request from 
an end user. Designing an efficient solution to 
address bit rate adaption with respect to channel 
conditions is still an open problem.

Case Study III: 
Two-Layer Interference Cancellation

Deploying more small cell BSs can improve spec-
tral efficiency in cellular networks, however, making 
inter-cell interference become more prominent. To 
mitigate such interference, a promising approach 
is to employ coordinated multipoint (CoMP) trans-
mission and reception techniques. In CoMP, a set 
of neighboring cells are divided into clusters; within 
each cluster, the BSs are connected to each other 
via a fixed backhaul processing unit (BPU) and 
exchange channel state information (CSI) as well as 
mobile station (MS) signals to cancel the intra-clus-
ter interference. However, CoMP does not take 
into account the inter-cluster interference, resulting 
in moderate improvement in system capacity. Fur-
thermore, the additional processing required for 
multi-site reception/transmission, CSI acquisition, 
and signaling exchanges among different BSs could 
add considerable delay and thus limit the cluster 
size in order to comply with the stringent delay 
requirement in 5G networks. In addition, applying 
CoMP for all users might be unnecessary as cer-
tain users, especially those at the cell centers, often 
have high levels of signal-to-interference-plus-noise 
ratio (SINR) and do not cause intense interference 
to the neighboring BSs.

To overcome the existing challenges of CoMP, 
and reduce the latency and bandwidth between 
the BSs and the BPU, we advocate a two-layer inter-
ference cancellation strategy for an uplink MEC-as-
sisted RAN. In particular, based on the channel 
quality indicator (CQI) of each user, our solution 
identifies “where” to process its uplink signal so 
as to reduce complexity, delay, and bandwidth 
usage. In a MEC-assisted RAN, we have access to 
the computational processing at the BSs, and the 
signal demodulation of the cell center MSs can 
be done in local BSs (layer 1). This means that the 
system performance for cell center MSs relies on 
a simple single transmitter and receiver. On the 
other hand, since the SINRs of cell edge MSs are 
often low, their signals should be transmitted to the 
BPU (layer 2) for further processing. In this case, 
the BPU has access to all the celledge MSs from 
different cells and is able to improve their SINRs via 
coordinated processing.

As illustrated in Fig. 5, each red dotted circle 
indicates the interference region of the corre-
sponding cell, which is defined as a region with-
in which if MSs from other cells moved in, they 
could render “intense” interference at the BS serv-
ing the cell. Since MS #1 is a cell center MS and is 
outside the interference region of BSs #2 and #3, 
its interference at those BSs is low due to the high 
path loss; hence, there is no need to employ coor-
dinated interference cancellation for MS #1, and 
thus its signal demodulation can be performed at 
the edge layer. Conversely, since MS #2 is a cell 

Figure 4. Considered caching strategies:  Pro-Cache—non-collaborative cach-
ing with processing; Co-Cache—collaborative caching without processing; 
Pro-CoCache—collaborative caching with processing; and CoPro-Co-
Cache—collaborative caching with collaborative processing (proposed). 
Video duration is set to 10 min, and each video has four variants with 
relative bit rates of 0.82, 0.67, 0.55, and 0.45 of the original video bit 
rate (2 Mb/s): a) backhaul traffic load vs. processing capacity (Mb/s) 
with cache capacity = 30 percent library size; b) backhaul traffic load vs. 
cache capacity; c) processing resource utilization vs. arrival rate (request/
BS/min) and cache capacity. In b and c, we set processing capacity = 40 
Mb/s.
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edge MS and is located in the interference region 
of BSs #2 and #3, there may be an intense inter-
ference from MS #2 to BSs #2 and #3; thus, coor-
dinated interference cancellation at the upper 
layer is needed to cancel this interference, and 
the BS should transmit the raw data to the upper 
layer for further processing.

Challenges and Open Research Issues
The decentralization of cloud computing infra-
structure to the edge brings various benefits 
that contribute to the 5G evolution, and at the 
same time introduces new challenges and open 
research issues, highlighted in the following.

Resource Management: The computing and 
storage resources in an individual MEC platform 
are expected to be limited and may be able to 
support a constrained number of applications 
with moderate needs for such resources. Current-
ly, network providers often race for extensively 
standalone infrastructures to keep up with the 
demand while struggling with lower return on 
investment. An alternative approach such as MEC 
as a service may need to be considered, whereby 
operators’ resources can be opened up for inter-
ested service providers to request or relinquish 
based on service demand.

Interoperability: MEC infrastructures owned 
by different network providers should be able to 
collaborate with each other as well. This necessi-
tates the specification of common collaboration 
protocols, also allowing for service providers to 
access network and context information regard-
less of their deployment place.

Service Discovery: Exploiting the synergies 
of distributed resources and various entities, as 
envisioned in our mobile edge orchestration 
framework, requires discovery mechanisms to 
find appropriate nodes that can be leveraged in a 
decentralized setup. Automatic monitoring of the 
heterogeneous resources and accurate synchro-

nization across multiple devices are also of great 
importance.

Mobility Support: In a small cell network, the 
range of each individual cell is limited. Mobility 
support becomes more important, and a solution 
for fast process migration may become necessary.

Fairness: Ensuring fair resource sharing and 
load balancing is also an essential problem. There 
is potential that a small number of nodes could 
carry the burden of processing, while a large num-
ber of nodes would contribute little to the effi-
ciency of the distributed network.

Security: Security issues might hinder the suc-
cess of the MEC paradigm if not carefully consid-
ered. Existing centralized authentication protocols 
might not be applicable for some parts of the 
infrastructure that have limited connectivity to the 
central authentication server. It is also important 
to implement trust management systems that are 
able to exchange compatible trust information with 
each other, even if they belong to different trust 
domains. Furthermore, as service providers want 
to acquire user information to tailor their services 
(e.g., content providers want to know users’ pref-
erences and mobility patterns to proactively cache 
their contents, as discussed in case study II), there 
is a great challenge to the development of privacy 
protection mechanisms that can efficiently protect 
users’ location and service usage. 

Conclusions
Mobile edge computing enables a capillary dis-
tribution of cloud computing capabilities to the 
edge of the radio access network. This emerging 
paradigm allows for execution of delay-sensitive 
and context-aware applications in close proximi-
ty to end users while alleviating backhaul utiliza-
tion and computation at the core network. This 
article proposes to explore the synergies among 
connected entities in the MEC network to form a 
heterogeneous resource pool. We present three 
representative use cases to illustrate the benefits of 
MEC collaboration in 5G networks. Technical chal-
lenges and open research issues are highlighted to 
give a glimpse of the development and standard-
ization roadmap of the mobile edge ecosystem.
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Guest Editorial

Software defined networking (SDN) is being heralded 
as a major breakthrough for provisioning new services, 
commoditizing network hardware and reducing ser-

vice provider capital and operational expenditures. Decou-
pling the control plane from the data plane has its inherent 
advantages in terms of offering flexibility and presenting new 
service capabilities, but also presents operational and func-
tional challenges. Such decoupling would create a new set 
of use cases, and equipment and network best practices that 
providers would have to imbibe in the near future. The key 
scope of this Feature Topic (FT) is to understand, from an 
implementation perspective, how SDN can be implemented 
in very large networks using commodity gear or white boxes 
through use cases.

Many service providers have announced early deploy-
ments of SDN platforms. Network equipment vendors, in 
parallel, have announced the “SDNizing” of their equip-
ment portfolio to meet the emerging needs of service 
providers. Apart from the initial euphoria surrounding 
SDN, there is a need for the technical community and the 
ecosystem to understand the set of services that a large 
provider would offer using SDN. Similarly, it is of interest 
to understand how new SDN-centric platforms by ven-
dors would differ from those offered earlier, and whether 
just pushing the functionality to a controller is the key to 
success, or an overall architecture that incorporates such 
an SDN-centric platform must also be devised. Migration 
policies from a standard telco network to one that sup-
ports SDN is the key to understanding how SDN can be 
successful. In addition, the role of SDN within specific use 
case environments such as data centers, wireless backhaul 
and fronthaul, and large enterprises or application-specific 
providers is important to note.

In this regard, the FT invited contributions and received 
50 papers from across four continents. Due to the high 
volume of papers, the FT was distributed into two issues 
— one in October 2016 and the other in April 2017. This 
second part presents seven articles covering a wide gamut 
of ideas:

The first article, by A. Rostami et al., “Orchestration of 
RAN and Transport Networks Resources for 5G: An SDN 

Approach,” discusses how SDNs can bring programmability 
in the transport and radio domains, and discusses use cases 
for SDN in 5G networks. 

The second article, by P. Ventre et al., “SDN-Based IP 
and Layer 2 Services with an Open Networking Operating 
System in the GÉANT Service Provider Network,” discusses 
the GÉANT project, particularly focusing on compatibility 
with BGP and ONOS for a 500 Gb/s continental provider 
network that uses SDN for research and educational net-
working. 

The third article, by G. Biczok et al., “Manufactured by 
Software: SDN-Enabled Multi-Operator Composite Services 
with the 5G Exchange” introduces the 5G Exchange (5GEx) 
concept that builds on SDN and NFV, and facilitates the pro-
visioning of multi-operator 5G services by means of inter-op-
erator management and orchestration of virtualized network, 
compute, and storage resources.

The fourth article, by A. Rodriguez-Natal et al., “Glob-
al State, Local Decisions: Decentralized NFV for ISPs via 
Enhanced SDN,” discusses the advantages of a decentralized 
NFV architecture supplemented by an SDN infrastructure in 
provider networks. Bottleneck components for migration to 
NFV are quantitatively analyzed. 

The fifth article, by M. Menth et al., “Resilient Integration 
of Distributed High-Performance Zones into the BelWue 
Network Using OpenFlow,” discussed the design philosophy 
behind the BelWue network that interconnects universities 
in Germany’s high performance network zones, using Open-
Flow and BGP. The authors illustrate a prototype and discuss 
field trial results. 

The sixth article, by D. Suh et al., “Toward Highly Avail-
able and Scalable Software Defined Networks for Service 
Provider Networks,” analyzes two well-known open source 
projects, OpenDaylight (ODL) and Open Network Operat-
ing System (ONOS), from the perspective of high availability 
(i.e., network state database replication/synchronization and 
controller failover mechanisms) and scalability (i.e., network 
state database partition/distribution and controller assign-
ment mechanisms).

The seventh article, by A. Heurtas et al., “Enabling Highly 
Dynamic Mobile Scenarios with Software Defined Network-
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ing,” presents a mobility-aware and policy-based on-demand 
control network solution oriented to the SDN paradigm. 

Biographies
Ashwin Gumaste (ashwin@ashwin.name) is currently the Institute Chair Associate 
Professor in the Department of Computer Science and Engineering at the Indian 
Institute of Technology (IIT) Bombay. He was a visiting scientist with the Massachu-
setts Institute of Technology, Cambridge, in the Research Laboratory for Electronics 
from 2008 to 2010. He was previously with Fujitsu in the Photonics Networking Lab-
oratory (2001–2005) and prior to that with Cisco Systems. His work on light-trails has 
been widely referred to, deployed, and recognized by both industry and academia. 
His recent work on omnipresent Ethernet has been adopted by tier-1 service provid-
ers and also resulted in the largest ever acquisition between any IIT and the industry. 
This has led to a family of transport products. He has 23 granted U.S. patents and 
has published about 150 papers in referreed conferences and journals. He has also 
authored three books on broadband networks. Due to his many research achieve-
ments and contributions, he was awarded the Swaranajayanti Fellowship, India’s 
highest scientific award below the age of 40; the Government of India’s DAE-SRC 
Outstanding Research Investigator Award in 2010; the Department of Space Vikram 
Sarabhai award in 2012; the IBM Faculty award, as well as the Indian National Acad-
emy of Engineering’s (INAE) Young Engineer Award (2010). 

Vishal Sharma [F] is an international telecom expert who has executed assignments 
for clients on four continents, and worked both in the United States and India. He is 
an innovator, researcher, engineer, and entrepreneur rolled into one. His multi-facet-
ed roles over the last 20+ years have included entrepreneur, technologist, technical 
leader, academic (professor of electrical engineering), educator, technology evange-
list and advisor, technology writer, editor, and speaker, and researcher in academia 
and in industry labs. He is currently principal at Metanoia, Inc., a niche Bay Area firm 
providing expertise to leaders in telecom. His expertise spans core IP network design 
(MPLS, traffic engineering, VPNs), metro and access network architectures, backhaul 
design, and both wireline and wireless (4G/LTE, WiMAX) technologies. His current 
focus is on techniques to optimize a carrier’s strategy, business models, operations, 
and networks. He has concentrated on the application of SDN, NFV, and cloud 
computing to streamline carrier operations, and on the impact of ubiquitous IoT on 
network and protocol design. He has also applied this to 4G/LTE and emerging 5G 
networks. He was on the Advisory Board for the Software-Defined Infrastructure 
& Cloud Infrastructure tracks for TiECon ’13 and TiECon ’14 (the world’s largest 
conference on technology and entrepreneurship). He has chaired tracks at flagship 
SDN/NFV conferences, such as Carrier Network Virtualization, 5G Forum USA, 
NFV World Congress, and IoT World, among others. He manages the very active, 
10,500+-member Carrier Ethernet LinkedIn Group. He earned his B.Tech. (EE) 
degree from IIT Kanpur, and his M.S. (signals and systems), M.S. (computer engineer-
ing), and Ph.D. degrees from the University of California, Santa Barbara.

Deepak Kakadia is currently working in Mountain View, California, in the area of 
networking. Previously, from January 2013 to January 2015, he was team lead, Dis-
tinguished Member of Technical Staff, and IP network architect with Verizon Labs, 

leading network QoS analytics and network QoS optimization for LTE wireless net-
work service provider networks in Palo Alto, California. From May 2005 to January 
2013 he was with Verizon/Verizon Wireless in the headquarters of the Network 
Planning Group in Walnut Creek, California. Previously he was a staff engineer and 
IP network architect at Sun Microsystems Inc., Menlo Park, California, for a total 
of 11 years beginning in 1994. He also worked at Corona Networks as a principal 
engineer in the Network Management Systems group; Digital Equipment Corp, 
where he worked on DEC OSF/1; and Nortel Networks (Bell Northern Research) 
in Ottawa, Canada. He received a certificate in Networking from the Department 
of Electrical Engineering at Stanford University, Palo Alto, California. He has over 
30 awarded patents and has filed over 20 additional patents in the areas of net-
work and systems management and wireless technologies.

Jennifer Yates is an assistant vice president at AT&T Labs-Research, leading the 
Networking and Service Quality Management (SQM) Research group, which is 
focused on inventing, prototyping, and driving new technologies for enabling 
operations transformation from a network to a service (or customer experience) 
focus, and enabling new services, enhancing reliability, and/or radically changing 
network costs. The group’s innovative technologies are deployed across AT&T’s 
networks and services. She also has an extensive publication record, has been a 
member of a number of TPCs (OFC, Sigcomm, NSDI, and others), is an Associ-
ate Editor for IEEE/ACM Transactions on Networking, and is the 2014/2015 Steer-
ing Committee Chair for IEEE/ACM Transactions on Networking. She received 
her Ph.D. from the University of Melbourne, Australia, and a B.E. (hons) and 
B.Sc. from the University of Western Australia. She was made an AT&T Fellow 
in 2013 for continued contributions in bridging network layers and management 
platforms to invent and deliver novel services and network management capabil-
ities. She was honored with the AT&T Science & Technology Medal in 2006, and 
received the Victorian Photonics Network Achievement Award in 2004 and Top 
Young Innovators in Technology Review 100 in 2003.

Axel Clauberg joined Deutsche Telekom AG in September 2011. Within the 
Group CTO team, he is responsible for DT’s aggregation, transport and IP, and 
infrastructure cloud strategy. He has more than 30 years of experience in the IT 
and telecommunications industry. From 1998 until August 2011, he had various 
international leadership roles at Cisco Systems; his last role was sales CTO in Cis-
co’s Emerging Markets theatre. Since December 2011, he has represented DT on 
the Open Networking Foundation Board of Directors. In 2014 he was appointed 
as an Advisory Director for the MEF Board.

Mirko Voltolini is VP of Technology, Architecture and Asset Management 
within Colt Network Services. He is responsible for technology and product 
development of Colt’s network services, for the architecture of the Colt network, 
and for the management of Colt network assets. He joined Colt in 2002 and held 
several senior roles in the technical development and engineering area, covering 
data, voice, and IT services and technologies. Prior to joining Colt he worked 
at GTS/Ebone, Italtel, and ICT Consulting, an independent telecom consultancy 
company. He holds an M.Sc. in telecommunications engineering from Politecni-
co di Milano.

mailto:ashwin@ashwin.name


IEEE Communications Magazine • April 201764 0163-6804/17/$25.00 © 2017 IEEE

Abstract

The fifth generation of mobile networks is 
planned to be commercially available in a few 
years. The scope of 5G goes beyond introducing 
new radio interfaces, and will include new ser-
vices like low-latency industrial applications, as 
well as new deployment models such as coopera-
tive cells and densification through small cells. An 
efficient realization of these new features greatly 
benefit from tight coordination among radio and 
transport network resources, something that is 
missing in current networks. In this article, we first 
present an overview of the benefits and techni-
cal requirements of resource coordination across 
radio and transport networks in the context of 5G. 
Then, we discuss how SDN principles can bring 
programmability to both the transport and radio 
domains, which in turn enables the design of a 
hierarchical, modular, and programmable con-
trol and orchestration plane across the domains. 
Finally, we introduce two use cases of SDN-based 
transport and RAN orchestration, and present an 
experimental implementation of them in a testbed 
in our lab, which confirms the feasibility and ben-
efits of the proposed orchestration. 

Introduction
Similar to previous generation mobile commu-
nications systems, advances in technology and 
society are influencing how the next generation 
mobile network, the fifth generation (5G), is shap-
ing up [1, 2]. With 3G and 4G, mobile traffic shift-
ed from traditional telephony services to data, 
and building on this success, 5G aims to provide 
unlimited access to information by people and a 
large variety of connected devices. We will see 
a massive growth in both traffic and the number 
of connected devices. New services will be devel-
oped and launched in shorter time cycles than 
current networks allow. End-user services will con-
tinue to develop, but there will also be an increas-
ing volume of machine-type communications 
with very different requirements on the network, 
from networks of sensors and actuators to perfor-
mance-critical industrial applications. To ensure 
that networks will be able to cope with the diverse 
landscape of future services, a variety of forums 
like the Next Generation Mobile Network Forum 
(NGMN), International Telecommunication Union 
Radiocommunication Standardization Sector (ITU-
R), and 5G Public Private Partnership (5G-PPP) 

have defined aggressive performance targets for 
5G systems to fulfill future requirements, including 
access bit rates up to 10 Gb/s and a significant 
reduction in latency [2]. It should be noted, how-
ever, that the most demanding requirements will 
not apply to all services, but the network needs 
to be flexible enough to accommodate different 
services in a cost-effective manner.

The digital and mobile transformations currently 
sweeping through industries worldwide are giving 
rise to innovative cross-sector applications that are 
demanding in terms of network resources. Pro-
grammability and operational scalability are key 
enablers for rapid innovation, short time to market 
for deployment of services, and speedy adaptation 
to the changing requirements that modern industry 
demands. Furthermore, as end-to-end services are 
increasingly deployed in a distributed cloud envi-
ronment, this programmability should span all rel-
evant domains, including the radio access network 
(RAN), various network domains, and distributed 
processing, in an orchestrated manner. 

Software-defined networking (SDN) [3] is a 
promising approach to bring the required pro-
grammability to different parts of the network; 
in particular, a lot of research has been done in 
introducing SDN to fixed networks covering dif-
ferent network applications. Recently, there have 
also been efforts to adopt these ideas in wireless 
networks [4, 5], although this area is less mature 
in comparison to fixed networks. Nevertheless, 
very little has been achieved when it comes to 
coordinated resource control across all intercon-
nected domains, something that — as we elabo-
rate on below — is a key aspect of 5G networks, 
and is the main focus of this article. 

In the following sections we detail the rele-
vance of the programmability in the context of 
5G, and explain the foreseen benefit of coordi-
nation among the different domains of transport, 
RAN, distributed processing environment, as 
well as network and service functions. We then 
present a scalable orchestration architecture, and 
two different network scenarios experimentally 
showing benefits of cross-domain optimization. 
These example scenarios are based on a central-
ized RAN (C-RAN) deployment model where the 
radio equipment’s functionality is split between 
remote radio units (RRUs) and baseband process-
ing units (BBUs), which are interconnected using 
the high-speed common public radio interface 
(CPRI) through a fronthaul network.
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Radio and Transport Interaction

Today, mobile networks are optimized for mobile 
broadband application. RAN and evolved packet 
core (EPC) functions are defined toward this back-
drop even if additional applications are emerging, 
mostly in the Internet of Things (IoT) area (e.g., 
connected vehicles). Realization of these new use 
cases and services requires implementation of new 
features and capabilities in the network, which is 
a challenging and time-consuming task as it needs 
to go through lengthy standardization processes. 
This indicates that a more flexible and efficient way 
to add capabilities and customize deployments is 
needed, enabling network operators to support 
fast deployment of new services from a variety of 
applications and industries. It is already possible 
to share a network infrastructure among several 
mobile virtual network operators (MVNOs), each 
with its own business processes and customers. 
However, the MVNOs do not have the possibility 
to adapt to new features and capabilities in the 
network as required for new services. 

In 5G, the concept of network slices is intro-
duced, where each slice can span several segments 
of a network and be customized to support a specif-
ic service. Such services range from evolved mobile 
broadband and media distribution to different IoT 
applications, and even include applications and ser-
vices that have yet to be defined. One important 
enabler for this is the decomposition of the mobile 
core functionality into granular functions and virtu-
alization of them following the concept of network 
functions virtualization (NFV) [6, 7]. This enables 
flexible placement of the different virtualized net-
work functions (VNFs) in centralized or distributed 
execution environments. For example, in a media 
distribution slice, core functions and caches could 
be placed close to a distribution location to optimize 
the performance. Efficient realization of this, howev-
er, requires coordination with the transport network, 
which provides connectivity among the VNFs.

Industrial remote control applications consti-
tute another set of use cases, which have high 
requirements on the network in terms of avail-
ability, latency, and bandwidth. To fulfill end-to-
end service requirements of these applications 
in a dedicated slice, each component of the 
slice needs to meet specific requirements. This 
includes processing performance, function place-
ment, radio characteristics, and transport network. 

Looking specifically into 5G radio, new 
challenges arise from a transport network per-
spective [8, 9]. In fact, already concepts are in 
development where the different domains of 
radio and transport can exchange performance 
data and optimize user experience by cross-do-
main optimization of traffic flows [10]. From the 
5G deployment perspective, densification of 
the radio network by small cells implies that a 
user equipment (UE) will often be in the range 
of several radio base stations. Selecting a base 
station involves not only radio parameters, but 
also transport network performance. If a back-
haul link experiences high packet loss, we would 
like to push services with higher requirements to 
different base stations with better transport con-
nectivity. This type of load balancing requires 
information from both RAN and transport, and a 
UE may also be connected across different access 

technologies, which increases the need to coordi-
nate between different technology domains. 

In dense radio deployments, interference lev-
els increase, which at times requires radio coor-
dination capabilities for mitigation. However, the 
method used for handling interference depends 
on the deployment model. In a centralized base-
band deployment, tight coordination features 
such as joint processing can be implemented at 
the cost of typically high CPRI bandwidths and 
stringent delay and jitter requirements. In tradi-
tional Ethernet or IP-based backhaul, tight coor-
dination requires low-latency lateral connections 
between participating base stations.

In a traditional C-RAN architecture, the fronthaul 
connectivity is static. Introducing a flexible fronthaul 
network enables dynamic allocation of BBUs and 
RRUs, and a number of optimizations can then be 
applied [11], e.g.
•	 Energy saving: BBUs and RRUs can be put in 

a low-power state in times of low traffic.
•	 Dynamic clustering: To enable joint baseband 

processing, RRUs can be dynamically clustered 
into groups to optimize coordination gains.

•	 Pooling: Some scenarios allow for a reduced 
number of BBUs by flexibly allocating 
processing capacity to radio cells where 
demand is higher.

•	 Shared fronthaul: A fronthaul operator can 
share the network among several radio net-
work operators to optimize use of the fiber 
infrastructure. 

•	 Resilience: In cases of failure in BBU pools 
and/or transport connectivity, a coordinated 
mechanism is needed to restore the network 
to normal operation, or, if this is not possi-
ble, to at least ensure that basic coverage 
and operation are secured.
While the flexibility gain of such approaches 

has to be evaluated against the increased com-
plexity, these different examples point to the value 
of increased flexibility and programmability, and 
more coordination among different parts of the 
network. Bringing the different domains together 
is a challenge from both the technical and opera-
tional perspectives. Later we adopt an SDN-based 
orchestration architecture spanning the different 
technology domains of transport, radio, and cloud 
to solve these issues. But before that, in the next 
section we present an overview of other require-
ments for developing a cross-domain orchestra-
tion architecture and enabling technologies. 

The Need for Programmability
Meeting the objective of flexibility requires as a first 
step that the actual resources in the infrastructure 
can be adapted and changed dynamically without 
manual intervention by an operator. In addition, we 
need methods and procedures to develop applica-
tions and services on top of a flexible infrastruc-
ture, across different technology domains. To fulfill 
these requirements, a control architecture with a 
high level of programmability is required. Specifi-
cally, the control architecture should not be bound 
to a particular use case or scenario, and should 
enable a network operator to program customized 
algorithms into the control plane for optimization 
of RAN, transport, and cloud resources. 

In addition to this overarching objective, the 
following features are required:
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Modularity: The control architecture should fol-
low a modular architecture with well-defined con-
trol functions and interfaces. The interfaces and 
architectural building blocks should also support 
stacking in a recursive manner, to enable system 
deployments adjusted to specific scenarios.

Virtualization: The architecture should have the 
capability to divide physical and virtual resources 
of the infrastructure into separate groups (or slic-
es) and allocate these to different clients. Here, 
clients can be higher-level controllers or service 
functions and applications. Dedicated slices 
should be isolated from each other for both secu-
rity and performance reasons (e.g., to prevent an 
overloaded slice to negatively affect other slices). 

Scalability: Control of resources in each of the 
domains is a complex task, as it usually requires 
dealing with a large number of network elements 
as well as that of control parameters and proce-
dures. Therefore, joint control over the domains 
could easily become intractable, which should be 
avoided by proper design of the control architec-
ture. Suitable abstraction methods are also needed 
to limit the complexity in higher layers and make 
the global optimization problems manageable.

To meet these requirements, we adopt SDN 
principles in the design of the overall control and 
orchestration architecture. 

SDN
Programmability has been a hot topic in network-
ing research for the last 25 years. Over the years 
several approaches, ranging from active networks 
to multiprotocol label switching (MPLS), have 
been explored for bringing more flexibility into the 
networks. SDN is the latest attempt in the quest 
for network programmability, and it has attracted 
much attention in both academia and industry. The 
SDN concept can bring the needed programmabil-
ity in the transport part of mobile networks.

Through SDN, the main intelligence of the net-
work control is decoupled from the data plane ele-
ments and placed into a logically centralized remote 
controller. This allows a network operator to direct-
ly program customized control algorithms into the 
network. A key concept of SDN is the abstraction 
of network elements (e.g., switches, routers, and 
access points) and specifying corresponding appli-
cation programming interfaces (APIs) [3]. OpenFlow 
is an example of SDN abstractions, where switches’ 
forwarding functionality is abstracted in the form of 
one or more flow tables, and the OpenFlow proto-
col specifies methods for programming the behavior 
of the tables by a remote controller [12]. 

SDN also enables creating multiple layers of 
abstractions on top of the controller in a recursive 
way. For example, a layer of abstraction on top of 
the SDN controller of a large network can hide all 
the details of that network and present the whole 
network as a big switch. This improves the mod-
ularity and scalability of the control architecture. 

Programmable RAN
In a RAN, separation of data plane and control 
plane logic has been an important concept for a 
long time in the different technology generations. 
A somewhat more recent development is the 
self-organizing network (SON) framework, which 
uses a centralized SON controller to optimize net-
work parameters and configurations on a coarse 

timescale (e.g., adjustment of power between 
neighboring radio base stations).

There is, however, a need for enhanced pro-
grammability in the RAN. One driver for this is the 
need for flexibility in supporting all different services 
in a timely manner. In research, there has been inter-
est in SDN-like approaches in radio networks [4, 5]. 
In [4] a concept for software-defined fronthaul is 
presented along with some relevant use cases. It is 
also noted in [5] that mobile networks deal with a 
fundamentally different problem in complex radio 
environments, whereas SDN in packet networks 
mostly addresses forwarding. Consequently, solu-
tions will be different, and [5] presents requirements 
for software-defined mobile networks. 

In the transition to 5G, there are ongoing discus-
sions on how to split the radio functionality. The cur-
rent BBU/RRU and the associated CPRI may not be 
the best option going forward. Still, functions closer 
to the air interface with strict real-time characteris-
tics should continue to be deployed on specialized 
hardware. But other functions could be deployed on 
general-purpose hardware, possibly in a virtualized 
environment [13]. Add to this the possible place-
ment of mobile core and service-specific functions 
on distributed execution environments, possibly 
co-located with radio functions. Then the need for 
coordination between dedicated radio hardware, 
network functions, processing environment, and 
transport connectivity becomes more obvious. 

Cross-Domain 
Orchestration Architecture

In this section, we present a hierarchical cross-do-
main orchestration architecture, which follows 
the SDN principles and addresses the above-men-
tioned challenges for programmability and flexibil-
ity. The proposed architecture is depicted in Fig. 
1. At the bottom level of the architecture we have 
heterogeneous sets of resources distributed across 
different domains. These include radio, transport, 
as well as cloud (compute and storage) resourc-
es. The radio resources are primarily at the access 
edge of the network. The transport resources are 
distributed across different parts of the network 
(e.g., access and aggregation) and usually encom-
pass different technology domains like packet, opti-
cal, and microwave networks. The cloud resources 
are also distributed across the access/aggregation 
and core of the network for hosting various VNFs.

Resources within individual domains are 
controlled through a domain-specific control-
ler in a programmable way. A domain control-
ler — through a programmatic northbound API 
— exposes the domain capabilities to higher-layer 
controllers/orchestrators, and enables them to 
dynamically program the corresponding resourc-
es. Typically, a controller exposes an abstract 
view of the domain resources over the API, and 
hides most of the details. Designing the abstrac-
tion layer on top of a domain typically involves a 
trade-off between the optimal resource utilization 
and the simplicity and scalability of the operation 
and control. Specifically, exposing more detailed 
information of domain resources enables higher 
layers to make optimized resource allocations, 
but on the other hand increases the complexity of 
higher-layer controllers/orchestrators as they will 
need to deal with lots of information and updates 
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[14]. Additionally, a controller can take its client’s 
needs as input for deciding the level of abstrac-
tion. Obviously, the level of abstraction requested 
by a client should be within the policy defined by 
the operator. Furthermore, the controller might 
virtualize the resources and allocate slices with dif-
ferent levels of abstractions to higher-layer clients.

To elaborate on the domain-specific control-
ler, let us make an example. Consider a wave-
length-switched optical transport network, where 
a centralized SDN controller manages the net-
work resources as described in [11]. The SDN 
controller has comprehensive knowledge of the 
network topology and optical resources (e.g., 
available wavelengths and transceivers), and 
implements a routing and wavelength assignment 
algorithm. On its southbound interface the con-
troller communicates with the optical devices to 
configure the wavelength switching tables. And 
on its northbound API the controller hides all opti-
cal details and presents the whole domain as a 
single optical cross-connect (OXC) whose ports 
are the ingress/egress ports of the optical domain. 

On top of the domain controllers, there are 
one or more layers of orchestration — usually sep-
arated into service and resource orchestration 
layers. The service orchestrator takes high-level 
definitions of services and applications, and trans-
lates these into lower-level components using a 
catalog with pre-defined building blocks. It also 
handles life cycle management with tasks like ser-
vice deployment and upgrades. It interfaces to 
one or several resource orchestrators, where the 
actual resources are handled for realizing the ser-
vice. The resource orchestration layer combines 
resources of the same or heterogeneous types 
across multiple domains into a unified resource 
representation. For example, a transport orches-
tration layer in the access segment of the network 
combines abstract views of resources from mul-
tiple transport domains (e.g., packet and optical 
networks) to create a unified and technology-ag-
nostic presentation of transport resources in that 
segment (Fig. 1). Similarly, at the topmost layer 
of the resource orchestration radio, the transport 
and cloud domains are combined to create a uni-
fied abstraction of resources. The unified abstrac-

tion is then exposed directly toward network 
applications or the service orchestration over a 
programmatic API. In the following, we focus only 
on the resource orchestration functions and how 
network applications can dynamically program 
the resources, as needed, through this API. 

Also note that as we move up the control/
orchestration layers, the resource presentations 
become more abstract. Therefore, a key function 
of an orchestration layer is mapping the requests 
coming from a network application or a higher-layer 
orchestrator to lower-layer orchestration and con-
trol. In other words, requests arriving at the top-
most layer of orchestration are expressed at a very 
abstract level, and they are translated into more 
concrete configuration requests as they are passed 
down the control plane layers, until the lowest-layer 
controllers translate them to domain-specific config-
uration commands. The mapping of service requests 
to the resources should on one hand fulfill the per-
formance requirements of the services (e.g., in terms 
of bandwidth, latency, and compute resources), and 
on the other hand target the optimization of the 
resource utilization across the network. 

Additionally, a virtualization layer on top of 
a resource orchestrator enables the unified set of 
resources to be sliced and allocated to different net-
work applications. As discussed before, this enables 
efficient sharing of an operator’s resources among 
several network applications or service providers. 

A key aspect of the orchestration architec-
ture is to specify the abstractions and interfaces 
between different control and orchestration layers. 
While there are many approaches for abstract-
ing resources of individual domains, designing 
combined abstraction models for heterogeneous 
resources is a challenge, and is a subject of ongo-
ing research. For example, the European project 
UNIFY has proposed a joint abstraction of net-
working and compute resources in the form of a 
big-switch big-software (BiS-BiS), which presents 
a virtualization of a networking element connect-
ed with a compute node [15]. In this model, the 
resource requests between the resource orches-
tration layers can be recursively expressed as net-
work function forwarding graphs (NF-FGs), where 
an NF-FG presents a mapping of a group of NFs 

Figure 1. Hierarchical cross-domain orchestration architecture.
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and their corresponding forwarding overlay into 
the abstract view of the infrastructure (i.e., BiS-
BiS) [15]. In the next section, we explain how we 
adopt this concept for creating joint abstractions 
of radio and transport resources.

Let us now elaborate on how the presented 
control architecture meets the requirements men-
tioned in the previous section. The programmabil-
ity feature is realized through the orchestration’s 
northbound API, which allows network appli-
cations to implement customized optimizations 
across the radio, transport, and cloud domains. As 
for modularity, adding a new technology domain 
to the control plane is straightforward and does 
not require changes to the existing parts. Also, a 
service provider can perform the cross-domain 
orchestration and optimization of resources on 
top of any combination of owned and leased 
domains, thanks to the virtualization on top of 
every control/orchestration layer. Finally, scalabil-
ity is supported through several layers of abstrac-
tions, where specific details of each domain are 
hidden below corresponding abstractions.

Use Cases and Proof of Concept
In this section we present two use cases of the 
cross-domain orchestration, which we have experi-
mentally demonstrated in a testbed in our lab. The 
objective is to demonstrate the feasibility as well as 
benefits of the designed architecture. The use cases 
particularly focus on the RAN-transport orchestra-
tion to fulfill the requirements of 5G. However, 
for the sake of simplicity, in our testbed we utilize 
existing 4G radio access points and a mobile core 
network. The first use case presents sharing of joint 
RAN-transport resources between two service pro-
viders (SPs), and the second one demonstrates how 
an SP can customize its own slice. 

Radio-Transport Orchestration Testbed

Our testbed is composed of the following two 
domains:
•	 Mobile broadband domain: provides broad-

band services to mobile users employing 
LTE technology. The domain is composed 
of a group of LTE access points, deployed 

according to the C-RAN architecture. The 
mobile network relies on wavelength con-
nectivity services of the transport domain for 
CPRI transport.

•	 Optical transport domain: is a dynamic wave-
length routed network based on dense wave-
length-division multiplexing (DWDM) and 
provides programmable fronthaul services to 
the mobile network at the wavelength level. 
The domain is composed of optical DWDM 
switches, optical add/drop multiplexers, and 
tunable transceivers. 
Figure 2 depicts the architecture of the testbed 

together with a snapshot of the physical equip-
ment deployed for this purpose. The control/
orchestration plane of the testbed is realized fol-
lowing the architecture presented earlier. 

The transport domain is controlled by the open 
source SDN controller OpenDaylight [16]. The 
controller has been customized to support cir-
cuit-switched network control and optical path 
computation, and a southbound plugin has been 
developed to allow configuration of the optical 
switches over their existing command line inter-
faces (CLIs). Also, an abstraction layer on top of 
the controller is implemented, which adopts the 
BiS-BiS model and presents the transport domain 
as a large OXC over an NF-FG interface toward the 
orchestrator (Fig. 3). For the mobile domain we use 
an existing CLI-based RAN manager that centrally 
controls the RAN resources. The RAN control func-
tions include activation and configuration of cells, 
assignment of BBU resources to RRUs, as well as 
management of users’ handovers among cells. We 
model the functionality of RRUs and each base-
band processor (i.e., BBU) as individual NFs, which 
enables us to abstract the RAN resources as a BiS-
BiS model. Then the orchestrator combines the 
BiS-BiS models of the RAN and transport domains 
into a unified model. The orchestrator with the 
NF-FG interfaces has been realized in Python. 

Scenarios and Results

The first use case demonstrates sharing of a 
mobile access network infrastructure between 
two service providers. For realizing the infra-

Figure 2. a) Architecture of the RAN-transport orchestration testbed; b) a snapshot of the experimental 
testbed showing RAN and optical transport domains.
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structure sharing, the orchestrator’s virtualization 
layer implements joint slicing of resources in the 
RAN and transport domains. The radio resources 
included in the slicing are RRUs and BBUs. Figure 
2a illustrates an example of the overall view of 
the resources at the infrastructure provider level, 
and the virtualized view presented to any of the 
two SPs (the smaller clouds in the figure). There 
are two types of virtualized resources: dedicated 
(shown in blue in Fig. 2a) and shared (orange). 
While dedicated resources are guaranteed to be 
at the disposal of an SP at all service operation 
times, the shared resources can be used by either 
of the SPs at any time. The orchestrator ensures 
the isolation between the dedicated resources of 
each SP and also resolves possible conflicts for 
using the shared resources according to a sharing 
policy. The slicing of the resources with a first-
come first-served sharing policy is successfully 
realized in our testbed. 

In the second use case, we demonstrate how 
SP A can run a customized optimization of radio 
and transport resources within its allocated slice. 
The infrastructure provider’s orchestration is con-
figured to provide a group of dedicated transport 
and radio resources to SP A as illustrated in Fig. 3. 
These include: 
•	 Four RRUs distributed across a residential 

and a business area. Each area is equipped 
with two RRUs: a macrocell and a small cell. 
While the macrocell provides the coverage 
across an area, the small cell is used for pro-
viding additional capacity in the area if need-
ed

•	 A pool of three BBUs
•	 Three optical connections abstracted as a 

3:4 OXC, which can be dynamically recon-
figured to connect any of the three BBUs to 
any of the idle RRUs
SP A utilizes the allocated resources to cre-

ate an elastic mobile broadband (EMBB) service, 
where the service capacity is dynamically and 
automatically scaled up and down — when and 
where needed. The trigger for scaling the ser-
vice capacity comes from live monitoring of the 
service demand in the RAN. The monitoring is 
performed through measuring the throughput of 
active cells by the RAN controller, upon request 
from the SP. The EMBB service logic has three 
states (Fig. 4a). In state 1 (the default state), only 
the two macrocells are activated, providing cover-
age in both areas. When extra demand is identi-
fied by the EMBB service manager (residing inside 
SP A), the corresponding small cell is activated 
(state 2 or 3). To do that, the service manager 
requests the orchestrator to reprogram the test-
bed to adjust the service capacity through de/
activating small cells. The orchestrator translates 
the request into required configurations in the 
transport and RAN, and the configurations are 
applied in the data plane by the corresponding 
controllers. For example, activation of a new RRU 
involves assigning and configuring appropriate 
BBU resources from the BBU pool, and establish-
ing the wavelength connectivity between the RRU 
and the assigned BBU. Note that only one small 
cell is activated at a time to serve the area with a 
higher demand. This demonstrates dynamic reuse 
of resources where a four-cell RAN requires only 
three optical connections and three BBU resourc-

es. In a real deployment, there would be many 
more RRUs and BBUs. Our numerical analysis, 
although not presented here, indicates that imple-
menting the EMBB service in a metro area with 
hundreds of RRUs leads to a saving of around 30 
percent in terms of required transport and radio 
resources [17].

Figure 4b shows a representative example of 
traffic measurements performed during the run-
time of the EMBB service in our testbed. The 
presented traffic measurements clearly show the 
transition among states 1, 2, and 3 over the run-
time of the system. 

The use cases above demonstrate the value of 
a global cross-domain orchestration for both an 
infrastructure provider and its customers (i.e., SPs). 
The infrastructure can share its resources among 
different customers, leading to better resource utili-
zation and higher revenues. At the same time, the 
customers can run their own customized control 
mechanisms, leading to a much shorter time to 
scale services or to create new ones.

Conclusion
Fast introduction of new services and dynamic 
scaling of them are among major expectations 
on future networks in general and 5G in par-
ticular. Flexibility in all networking domains is a 
crucial requirement to fulfill these expectations. 
Furthermore, coordinated control of hetero-
geneous resources across multiple domains is 
needed, and SDN is a promising approach for 
bringing the flexibility and realizing the required 
coordination. In view of this, we present an 
SDN-based cross-domain orchestration archi-
tecture and validate it by experimental realiza-
tion of two use cases. The use cases, which are 
based on joint slicing of RAN-transport resources 
and the EMBB service, demonstrate the bene-
fits of the joint orchestration for both infrastruc-
ture providers and service providers. Specifically, 
service agility and efficient resource utilization 
are among the main benefits of the proposed 
orchestration architecture. 
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Figure 3. Abstract view of resources exposed by the infrastructure provider’s 
orchestrator toward SP A. The orchestrator creates the abstract view by 
combining views received from transport and RAN controllers.
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Figure 4. a) State diagram of the EMBB service; b) traffic measurements of the service: the demand threshold to activate a small cell is 
set to 10 Mb/s. The arrows indicate states (transition) during the service operation. UEs connected to the macro RRUs are config-
ured to download large videos to trigger state transition.
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Abstract

The migration of service providers’ wide area 
networks toward SDN is a challenging task. In 
this article, we consider the critical requirements 
of GÉANT, the 500 Gb/s pan-European provider 
interconnecting 38 national research and educa-
tional networks, for a total of 50 million users. A 
long-term evolution path toward the softwariza-
tion of GÉANT is discussed, consisting of four 
steps to be realized in future years, from providing 
SDN-based connectivity, to the so-called software 
defined infrastructure (SDI). As a first step, the soft-
warization of some basic services currently offered 
by GÉANT is considered: GÉANT IP, GÉANT plus, 
and GÉANT Open. This article reports the concrete 
experience in the SDN-based design and imple-
mentation of these services, which have been 
called L3-SDX and L2-SDX. Both use cases have 
been addressed with the use of the open source 
Open Network Operating System (ONOS®). The 
L3-SDX service has been developed on top of an 
existing ONOS application, called SDN-IP. SDN-IP 
allows interconnections between SDN and legacy 
networks through BGP. The L2-SDX service has 
been realized as a new ONOS application. Both 
services are currently deployed on the GÉANT 
Testbed Service, a continental facility offering geo-
graphical virtual testbeds to the research communi-
ty. The article reports the experience gained from 
this experimental deployment and discusses the 
benefits for a service provider like GÉANT.

Introduction
Software defined networking (SDN) is a recent 
paradigm [1] potentially able to transform the 
design of both data center and wide area net-
works. The promise of SDN is to foster innovation 
and flexibility thanks to centralized network con-
trol and standard interfaces. The fundamentals of 
the SDN approach are:
•	 The separation of control and data planes
•	 The logical centralization of the former as a 

software layer called controller or network 
operating system (NOS)

•	 The introduction of a flexible forwarding 
paradigm (based on filtering matches and 
actions)

•	 The direct control of the hardware through 
common management interfaces (e.g., 
OpenFlow)

SDN can be seen as part of an even wider trend 
toward the softwarization of networks [2, 3], 
which implies a complete rethinking of how ser-
vice provider networks are now structured. It is 
expected that this process will greatly increase 
the flexibility and efficiency of networks, reducing 
equipment and operational costs.

In this article, we start from the analysis of cur-
rent services offered by GÉANT, the 500 Gb/s 
pan-European network interconnecting 38 nation-
al research and educational networks (NRENs), 
for a total of 50 million users. We refer to the 
NRENs as the customers of GÉANT. We identify 
the GÉANT needs and requirements toward the 
upgrading of its infrastructure. A long-term evo-
lution path toward the softwarization of GÉANT 
is discussed, consisting of several steps to be real-
ized in future years, from providing SDN-based 
connectivity services to the so-called software 
defined infrastructure (SDI) [4, 5], which is also 
able to dynamically offer a wide range of comput-
ing/storage/network resources.

The first step of the GÉANT migration pro-
cess consists of the SDNization of some opera-
tional services. In particular, we consider GÉANT 
IP, which is the basic service providing Internet 
connectivity to the NRENs, and two layer 2 con-
nectivity services called GÉANT plus and GÉANT 
open. These services are currently delivered 
through 26 points of presence (PoPs) located in 
Europe and 2 open exchange points (OXPs) in 
London and Paris (see the next section for fur-
ther details). The OXPs are similar to the standard 
Internet exchange points (IXPs), allowing NRENs 
to exchange traffic with external (non-GÉANT) 
networks. The introduction of SDN technologies 
in an IXP is referred to as software defined (Inter-
net) exchange (SDX) [6]. In this article, we give a 
wider meaning to the SDX concept, extending its 
potential applicability not only to the exchange 
points (IXPs or OXPs) but also to the PoPs. We 
designed and developed two SDN-based services 
called L3-SDX and L2-SDX (L3 and L2 stand for 
layer 3 and layer 2). These services represent the 
fundamental building blocks of the augmented 
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SDX mentioned above and have been developed 
using Open Network Operating System (ONOS) 
[7], a promising open source solution for the SDN 
control plane.

GÉANT Network and Services
As one of the largest and most complex research 
and education networks in the world, GÉANT 
needs to support different services, such as stan-
dard IP transit connectivity and ultra-high-capacity 
data center interconnections. The GÉANT infra-
structure offers extensive links to networks in 
other world regions. External peers (other NRENs 
and external autonomous systems) are intercon-
nected through 26 POPs, located all over Europe, 
and two OXPs (Fig. 1). GÉANT offers a wide 
range of connectivity and network management 
services as described in [8]. We focus on a sub-
set of them, called GÉANT IP, GÉANT plus, and 
GÉANT Open.

GÉANT IP provides IP transit services to inter-
connect participating NRENs together and with 
other approved research organizations and pro-
viders. It provides a peering service for IP traffic, 
isolated from general-use Internet access. GÉANT 
plus offers the NRENs point-to-point L2 (Ethernet) 
circuits among endpoints at GEANT PoPs [8]. The 
PoPs constitute the backbone of the dual (optical 
transmission and packet) layer network through 
which GÉANT supplies connectivity to its cus-
tomers. From the GÉANT perspective, the PoPs 
are the endpoints of GÉANT IP and GÉANT plus. 
Finally, with the GÉANT Open service, NRENs 
can connect with external (non-GÉANT) networks 
through the OXPs. Inside an OXP, the custom-
ers (NRENs or external participants) request the 
establishment of L2 circuits between endpoints, 
which are manually provisioned through virtual 
LAN (VLAN) tunnels. The customers can use the 

L2 circuits for whatever reason, including pri-
vate Border Gateway Protocol (BGP) peering. 
Therefore, OXPs are different from traditional 
IXPs, which provide a switched L2 infrastructure 
used by multiple participants to exchange traffic 
through public BGP peering.

Toward a New Service Development and 
Provisioning Approach

The current connectivity and network manage-
ment services of GÉANT are mostly based on 
traditional IP/MPLS (multiprotocol label switch-
ing) control plane architectures running on top of 
complex and expensive proprietary equipment. In 
most cases, the services rely on proprietary soft-
ware and specific vendor solutions, making it hard 
to innovate and offer new services. The manage-
ment of a large-scale network like GÉANT is large-
ly based on proprietary (and expensive) tools, 
which again constitute a barrier to innovation. A 
second issue is that the service provisioning phase 
often includes manual operations, resulting in pro-
visioning times on the order of days. In such a 
scenario, the introduction of SDN and in general 
of softwarization can bring substantial benefits:
•	 Provisioning procedures can be drastically 

simplified.
•	 Cheaper hardware could replace current 

equipment.
•	 The openness of the SDN approach avoids 

the need for complex distributed control 
plane architectures and reduces the number 
of running protocols.

•	 Proprietary implementations can also be 
avoided or reduced, mitigating interoperabil-
ity problems and migration issues.

Softwarization facilitates the development and 
introduction of new services of strong interest 
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Figure 1. GÉANT IP topology and GÉANT OXPs.
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to GÉANT but difficult to implement using the 
current technologies, such as application- specif-
ic peering, inbound traffic engineering, load bal-
ancing, and steering of traffic for service function 
chaining [9].

GÉANT Softwarization Path
The migration of the GÉANT network and its ser-
vices toward an SDI is a challenging task, which 
cannot happen overnight. We decomposed the 
transition of GÉANT to the SDN paradigm in 
incremental steps, as shown in Fig. 2. Each step 
enhances the GÉANT infrastructure, making it 
more sustainable, more manageable, and less 
expensive, and introduces new services/function-
alities to the portfolio. The transition path also 
takes into account the operational requirements 
of a production network. This migration strategy 
rationalizes and extends some ideas already pre-
sented by Monga in [5]. The idea behind the strat-
egy is to initially introduce the concept of SDX, 
replacing the current architecture based on PoPs 
and OXPs, and then to progressively enhance its 
functionality. The first step of the path is the reali-
zation of the L3–SDX and L2–SDX, referred to as 
pure connectivity SDX [5, 10]. L3-SDX supports 
GÉANT IP, while L2-SDX represents the SDNiza-
tion of GÉANT plus and GÉANT Open. With this 
first step, there is no full migration to SDN tech-
nology, because NRENs can run legacy technol-
ogies without direct interaction with the GÉANT 
SDX operations.

Assuming that the NRENs will set up their own 
SDN infrastructures, the next step, called SDN–
SDX, consists of the interconnection and harmoni-
zation of the SDN infrastructures between GÉANT 
and the NRENs. To understand the advantages of 
this step, consider that the NRENs have their cus-
tomers (research organizations), which requires 
connectivity toward other research organizations 
in the same NRENs, in remote NRENs, or outside 
the GÉANT’s NRENs. Thanks to the SDN-SDX, 
the NRENs and the research organizations could 
fully exploit the advantages of the SDN paradigm, 
leveraging end-to-end SDN-based services span-
ning the GÉANT backbone and the NRENs.

The next step, denoted as SDI–SDX, refers to a 
GÉANT SDN infrastructure augmented with cloud 

resources: an NREN can request not only net-
working services, but also compute and storage 
resources, outsourcing some of its computations 
to the SDX cloud.

The final step is referred to as G-SDI, for global 
SDI. It foresees a wider adoption of the full soft-
warization (SDN augmented with storage and 
computing resources) by all NRENs. Following 
this approach, an end user (research organiza-
tion) can obtain compute and storage resources 
from other NRENs or from GÉANT, leveraging 
the resources offered through a logically global 
GÉANT SDX. At this step, considering GÉANT’s 
position in the European scenario, it will be possi-
ble to exploit the Buyya vision of market-oriented 
cloud computing [11]. GÉANT’s role fits well as a 
“super party” that manages the market. This evo-
lution of the GÉANT infrastructure encompasses 
an economic model, useful for the auto-sustain-
ability of the GÉANT project and its participants 
(the NRENs themselves). 

GÉANT Requirements for  
SDN-Based IP and Layer 2 services

L3-SDX and L2-SDX have been identified as the 
first step of the GÉANT softwarization path. We 
carried out a thorough analysis of the require-
ments on these services from the perspective of 
the GÉANT service provider, summarized in Table 
1. The requirements are classified as functional, 
non-functional (i.e., referring to performance or 
reliability), and operational (e.g., related to moni-
toring or logging). 

Based on this requirement analysis, we select-
ed ONOS [7] as the controller platform. In par-
ticular, the existing SDN-IP ONOS application 
provided a very good fit with the functional 
requirement of L3-SDX, and the ONOS resilience 
and distribution features provided a good match 
with the identified non-functional requirements.

ONOS: SDN Network Operating System 
for Service Providers

ONOS is an open source SDN control plane 
platform, meeting service provider requirements, 
released in 2014 as an open source project by 

Figure 2. Softwarization path.
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ON.Lab. ONOS provides a stable implementation 
of a scalable, highly available, and resilient net-
work operating system (NOS). 

The overall system has been conceived as a 
distributed system in the form of a cluster, com-
posed of multiple instances, all functionally identi-
cal to each other. The architecture (Fig. 3) can be 
structured in three tiers: a protocol-aware south-
bound (SB) layer, a protocol-agnostic distributed 
core layer, and an application layer. Each tier is 
a collection of pluggable modules/subsystems 
realizing specific functionalities that make up the 
ONOS platform. An application programming 
interface (API) is exposed at each tier, providing 
isolation and modularity.

The distributed core is responsible for synchro-
nization and coordination between the instanc-
es in the cluster. It builds a global network view 
based on information learned on the SB API and 
offers services to the application layer. In order 
to achieve scalability and provide resiliency, vari-

ous distribution mechanisms are available through 
a set of primitives. Each core subsystem uses 
these primitives in different ways according to the 
consistency requirements of the state it is man-
aging. On top of the distributed state, a logical-
ly centralized network view is constructed and 
presented to applications. In addition, work is par-
titioned among the instances in the cluster. For 
example, each instance is elected to be respon-
sible for managing a subset of the devices in the 
network, while the other instances are ready to 
step in if the primary instance fails. In the case of 
data plane failures, built-in mechanisms for traffic 
rerouting are activated.

The SB layer consists of a collection of soft-
ware modules called “providers,” which interact 
with data plane devices using different south-
bound protocols. Providers gather information 
about network state and pass it to the distributed 
core, and receive instructions from the core to 
program the devices. 

On the northbound side, ONOS presents 
abstractions to the applications, including Net-
work Topology, Flow Objectives, and Intents. 
Intents provide applications with a network-cen-
tric programming abstraction that allows develop-
ers to program the network through the usage of 
high-level policies that capture what needs to be 
done, rather than how to do it. The Intent frame-
work determines how to implement an intent 
based on what other policies are in the system, 
and abstracts low-level details of this implemen-
tation. Intents make network policy configuration 
easier, speed up management procedures, and 
tend to reduce the occurrence of configuration 
errors. Intents are backed by a dedicated subsys-
tem that:
•	 Translates Intents into device instructions
•	 Coordinates and ensures the installation of 

the generated instructions
•	 Reacts to network changes and modifies 

paths accordingly
•	 Permits optimization across intents’ transla-

tions
The Intent framework has been widely used for 
developing the L3-SDX and L2-SDX applications. 

ONOS is supported by an active open source 
community. Different ONOS applications have 
been developed over the years by ON.Lab and 
by the community as listed in the documentation 
of the project. For example, the SDN-IP applica-
tion allows SDN islands to seamlessly intercon-
nect with external networks using standard BGP. 
Among the applications, we mention CORD™ 
(Central Office Re-Architected as Datacenter) 
[12]. It aims to revolutionize the way service 
provider central offices are built and operated. It 
brings in the principles of SDN, network functions 
virtualization (NFV), cloud technologies, and dis-
aggregation, thereby making the central offices 
more manageable and agile. 

High-Level Architecture for GÉANT SDX
The proposed SDX architecture is based on 
SDN enabled networking equipment, controlled 
by a cluster of ONOS controllers. The ISP ser-
vices, such as L3-SDX and L2-SDX, are designed 
as northbound applications running simultane-
ously on top of the NOS, offering both L2 and 
L3 connectivity services. Coexistence of differ-Table 1. GEANT SDX requirements.

Requirement Service Type Priority  Status

L2 virtual circuit between two edge 
ports or VLANs 

L2-SDX Functional Must Completed

MPLS encapsulation of L2-SDX circuits L2-SDX Functional Must Completed1

VLAN and Stacked-VLANs (802.3ad) 
encapsulation

L2-SDX Functional Must Completed2

IP transport between BGP peers L3-SDX Functional Must Completed

Custom route selection process L3-SDX Functional Desirable Planned

IPv6 support Both Functional Must Completed

Control plane resiliency Both Non-functional Must Completed

Control plane failure recovery Both Non-functional Must Completed

Network status after control plane 
failure

Both Non-functional Must Completed

BGP control plane resiliency L3-SDX Non-functional Must Completed

Traffic rerouting after data plane 
failures

Both Non-functional Must Completed

Control BGP attributes for each BGP 
peer

L3-SDX Functional Desirable Not needed3

Apply separate policies for each BGP 
peer

L3-SDX Functional Desirable Not needed3

Add, remove or shutdown BGP peers 
without impacts 

L3-SDX Functional Must Completed

Scale up to 100 BGP peers L3-SDX Non-functional Desirable Planned

Scale up to 100K routes L3-SDX Non-functional Must Planned4

Data plane statistic collection Both Operational Desirable Completed

Export of statistics to standard NMSs 
(SNMP, IPFIX)

Both Operational Optional Ongoing5

Logging facilities Both Operational Must Completed

1 Not fully supported in all switches 2 Stacked-VLANs not fully supported in the switches 3 Realized in 
the BGP peer 4 Tested up to 15K routes 5 SNMP not supported
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ent services in the data plane can be enforced 
through slicing mechanisms (e.g., VLAN tagging). 
As for the networking equipment, their integration 
is possible through open APIs, like OpenFlow, or 
by vendor-specific APIs implemented in ONOS in 
the form of pluggable drivers. The use of so-called 
white box devices is currently under investigation 
and testing in GÉANT as they could replace tradi-
tional equipment to achieve relevant cost savings. 

An SDX can span a single location (e.g., replac-
ing an OXP or PoP) or multiple locations (e.g., 
federating PoPs in a single logical PoP, or creating 
a distributed OXP). This issue is further discussed 
in the section about the practical experience. The 
L3-SDX has been developed on top of an existing 
ONOS application, called SDN-IP, while L2-SDX 
has been realized as a new ONOS application.

L3-SDX/SDN-IP in GÉANT
SDN-enabled networks still need to interoperate 
with traditional networks on the Internet. The 
ONOS SDN-IP application interconnects an SDN 
island with external networks leveraging the BGP 
protocol. The solution allows:
•	 External ASs to exchange routes and transit 

traffic through an SDN network
•	 The SDN network to advertise routes to the 

external networks
•	 A service provider to scale its SDN control 

plane by segmenting an AS into multiple 
SDN domains, which communicate through 
BGP

Besides the technical advantages, the service pro-
viders also gain benefits in reduced capital expen-
ditures (CAPEX) and operational expenditures 
(OPEX), since they can use a single set of devices 
to manage L2 and L3 connectivity (and possibly 
L0/L1). 

The high-level architecture of SDN-IP is shown 
in Fig. 4. The SDN network is composed of dif-
ferent data plane devices controlled by ONOS, 
which are directly connected to the BGP-speaking 
border routers of the external ASs. Finally, one or 
more internal BGP speakers peer with the exter-
nal routers and act as bridges between the exter-
nal domains and the SDN-IP application. From the 
legacy networks’ perspective, the SDN domain 
appears as a standalone AS, as though it was run-
ning legacy BGP routers at the edges. Within the 
SDN network, SDN-IP has two main roles. The 
first is to install flows for BGP traffic between the 
external routers and the internal BGP speakers, 
thus allowing BGP sessions to be established. The 
second is to translate received routes into ONOS 
Intents, which are compiled down into flows on 
the SDN switches. In order to transport the data 
traffic in the SDN network, ONOS makes use of 
multipoint to single-point tunnels, avoiding the use 
of n  n – 1 tunnels to connect the endpoints, 
thus reducing the flow table entries in the data 
plane. 

SDN-IP provides a feasible migration path 
toward the softwarization of ISP networks. It can 
be integrated with networks that already use BGP 
both externally and internally. From an operation-
al point of view, SDN-IP guarantees flexibility in 
the covered use case, as it does not make any 
assumptions on the deployment scenario. The 
application can run on one or multiple ONOS 
instances. Moreover, the BGP settings can be 

changed dynamically with the addition or removal 
of peers. SDN-IP provides high availability (HA) 
within the application itself: the service keeps 
working seamlessly, as long as there is at least 
one instance of the SDN-IP application running. 
In addition, SDN-IP leverages the HA mechanisms 
provided by ONOS for maintaining a consistent 
forwarding state in the data plane. SDN-IP pro-
vides a scalable solution able to control large-scale 
of SDN networks by using BGP-based confedera-
tions and ONOS clusters of different sizes. 

L3-SDX extends SDN-IP, adding support for 
new deployment scenarios and providing facili-
ties to monitor the BGP and transit traffic in the 
network. L3-SDX improves the flexibility of SDN-
IP, making it possible to deploy multiple peers 
belonging to the same AS and interconnected 
through different connection points controlled 
by ONOS. The application supports the typical 
IXP scenario where all the BGP routers as well as 
the route server belong to the same subnet [6]. 
An integration with the ONOS IPFIX application 
allows exporting the counters related to the BGP 
sessions and to the L3 tunnels using the standard-
ized IPFIX protocol. This can be used to realize 

Figure 4. High-level representation of the SDN-IP architecture.
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advanced monitoring tools. L3-SDX and SDN-IP 
are both available under a liberal open source 
license.

L2-SDX Service in GÉANT
L2-SDX is an ONOS application that allows the 
automated provisioning of L2 tunnels between 
endpoints, which can be physical Ethernet inter-
faces or VLANs. The offered L2 services belong to 
the class of IP virtual leased line services (IP VLL) 
or virtual private LAN services (VPLS), which are a 
fundamental part of the service portfolio offered 
by large-scale ISPs. At the time of writing, only 
IP VLL has been integrated in the L2-SDX appli-
cation, but VPLS can be provided with a straight-
forward extension of the current implementation. 
From a customer perspective, the L2-SDX appears 
as a black box that transports traffic from the 
source to the destination endpoint, as if they 
were in the same Ethernet LAN. Inside the SDX 
infrastructure, the L2-SDX application provides 
the necessary mechanisms for the service provi-
sioning and monitoring. The human operators can 
manage and monitor the application through a 
command line interface (CLI) and a graphical user 
interface (GUI), which accepts high-level custom-
er requests and translates them into ONOS point-
to-point intents.

The application is fully integrated in ONOS 
and implemented as a callable service. In the 
next release, its services will be exposed through 
a REST API, allowing integration with orchestra-
tion platforms. Monitoring is achieved through 
the ONOS IPFIX application. L2-SDX can run over 
a single ONOS instance or on a cluster of ONOS 
instances that share common state information. 
The multi-instance deployment is useful to control 
large-scale SDXs made up of many SDN devices. 
L2-SDX leverages the high availability mechanisms 
provided by ONOS in order to maintain a con-
sistent state in both the control and data planes. 
Failures in the control plane are managed through 
the redundancy of the ONOS cluster. Instead, 
data plane failures are automatically resolved 

through transparent re-routing mechanisms pro-
vided by ONOS.

L2-SDX provides users with powerful APIs and 
abstractions as shown in Fig. 5. A virtual SDX 
(e.g., MID-EU, LON-UK in the figure) contains a 
number of endpoints modeled as edge connec-
tors, which can be interconnected through virtual 
circuits. Customers manage only the edges of the 
SDN network controlled by ONOS. The L2-SDX 
application eases service management and pro-
visioning (e.g., enforcing isolation and avoiding 
several types of conflicts):
•	 The resources (ports or VLAN tags) associat-

ed with a connector cannot be reused.
•	 An edge connector can only be used in a 

single circuit.
•	 A connector in a virtual SDX instance can-

not be interconnected with a connector in 
another virtual SDX.

L2-SDX is available under a liberal open source 
license.

Proofs of Concept and 
Worldwide Experimental Deployment

We realized two proofs of concept (PoCs). The 
first PoC was deployed in a laboratory at the 
University of Rome Tor Vergata and used mainly 
for validation and testing. It is based on virtual 
machines (VMs) and Open vSwitch (nine VMs 
emulate the data plane, a cluster of three VMs 
makes up the ONOS control plane).

The second PoC was realized in the GÉANT 
Testbed Service (GTS) [8]. The GTS delivers virtu-
al testbeds powered by several facilities, co-locat-
ed with GÉANT PoPs, offering different types of 
resources like VMs, SDN devices, and virtual cir-
cuits. Using GTS, we have built a large-scale PoC 
with seven HP OpenFlow switches deployed in 
seven PoPs (Fig. 6). This data plane is controlled 
by a cluster of three ONOS instances located in 
three of the PoPs. Three VMs, working as BGP 
peers, and two stub networks with perfSONAR 
hosts have been deployed. PerfSONAR is a per-
formance measurement and troubleshooting tool 
for multi-domain scenarios.

The SDX PoC on GTS was integrated into a 
worldwide demo hosted at the Open Network-
ing Summit 2016, where ON.Lab successfully 
deployed ONOS and SDN-IP, creating a global 
network facility entirely based on SDN. The net-
work spans over 5 continents, interconnecting 9 
RENs and more than 30 universities and research 
centers 

Deployment Experience and 
Benefits for GÉANT

Overall, the SDX PoC on GTS worked according 
to our expectations; L2-SDX and L3-SDX passed 
all the functional tests we performed. The status 
column in Table 1 reports the coverage assess-
ment of the input requirements. The scalability 
and efficiency of L2-SDX and L3-SDX are tightly 
related to ONOS performance, and it has been 
demonstrated in [7] that the platform can meet 
carrier grade requirements in specific deployment 
conditions. L3-SDX and SDN-IP can scale up to 
15,000 routes, achieving the current GÉANT 
requirement of 12,000 announced routes.

Figure 5. L2-SDX application and its abstractions.
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The SDX deployed in the GTS represents a 
single geographically distributed SDX, spanning 
seven PoPs, with three ONOS instances running 
in different countries. During the execution of the 
functional tests, we gained feedback (e.g., the 
mastership election duration) that drove us not 
to further stress the SDX under critical events like 
controller instance failure or data plane failures. 
Therefore, we believe that having single-location 
SDXs, spanning a single OXP or PoP, is a safer 
approach to start the migration toward SDN. 
OXPs are good candidates for early deployment 
of SDX due to the complexity of the services that 
are offered, which makes the introduction of the 
SDN-based approach attractive. Moreover, with 
single-location SDXs, the devices can keep their 
independence and troubleshooting capabilities. 
In the current GÉANT network, each PoP is seen 
as a “hop” by the IP traffic, while in a geograph-
ically distributed L3-SDX, simple troubleshooting 
tools like traceroute would no longer be useful. 
Incidentally, we observe that there is a gap to be 
filled with troubleshooting tools for SDN-based 
networks, because L3 tools based on ICMP (ping, 
traceroute) do not work hop by hop in a network 
of SDN controlled switches. 

The transition toward geographically distribut-
ed SDX could start with federations of nodes con-
trolled by the same NOS instance. We have done 
some preliminary work on this issue with ICONA 
[14], an application to interconnect multiple 
ONOS clusters seamlessly through an “East-West” 
interface. Initially, OXPs could be interconnect-
ed, creating a geographically distributed L2 fabric 
controlled by ONOS. Likewise, geographically 
close PoPs could be federated in small clusters.

From the point of view of the development 
costs, it was possible to release the L2-SDX and 
L3-SDX in the PoCs with relatively little effort (on 
the order of three man months) thanks to the pos-
sibility of relying on the ONOS code base and 
documentation.

Let us now provide a high-level analysis 
of the benefits achievable by GÉANT with the 
softwarization of the infrastructures, in terms of 
operational costs like services provisioning and 
services management. The deployment of an SDX 
in place of an OXP will automate most of the con-
figuration operations, reducing the efforts of the 
human operators. Currently, in order to set up a 
GÉANT OPEN service between two access points 
(ports or VLANs) inside an OXP, the customer has 
to contact the operators who manually configure 
the connection [8]. These operations (creation 
of virtual interfaces, VLAN id selection on both 
endpoints, VLAN id rewriting) are error-prone 
and require coordination between the interested 
parties. Any arising issue requires further manual 
intervention of the operators. A typical target for 
the provisioning time of these services is five days. 
Using the L2-SDX, it will last minutes instead [15]. 
Moreover, most failure cases are automatically 
resolved by L3-SDX/L2-SDX using ONOS built-
in mechanisms (e.g., a failure of a controller is 
solved using redundancy of controller instances, 
a switch failure is solved by ONOS with re-com-
putation of data plane paths around the faulty 
switch). 

As regards GÉANT IP and GÉANT Plus, similar 
improvements in the services provisioning and 

management are an affordable objective with sin-
gle-location SDX. They represent a tangible result 
when compared to the current procedures (five 
days to obtain IP connectivity or to set up an L2 
circuit).

When considering geographically distributed 
SDXs, having a centralized view of the network 
potentially brings further benefits like more effi-
cient traffic management, but the challenges for 
a wide area SDN deployment still need to be 
solved. In particular, a first issue is the impact of 
the latency and unreliability of the control plane 
connections between controllers and remote 
network nodes. A second issue arises when the 
controller instances are distributed in a geograph-
ical way, in order to reduce the latency toward 
the controlled nodes. The mechanisms used to 
achieve a consistent view across all the distributed 
controllers works well in LANs, where the latency 
is low and the capacity is high. The performance 
of these consistency mechanisms can become 
critical in geographically distributed wide area net-
works; a careful assessment of these aspects is still 
needed. 

Finally, let us consider an NREN that would 
like to establish L2 connectivity with a third party 
(not GÉANT). Different configurations have to be 
in place in order to have the connectivity opera-
tional:
•	 L2 configuration of the PoP where the NREN 

is located
•	 L2 configuration of the PoP where the target 

OXP is located
•	 Steering of the NREN flow into a label 

switched path (LSP), provided by MPLS/
BGP, toward the destination PoP

•	 Establishment of L2 connectivity inside the 
OXP

Despite the services being logically similar, the 
provisioning procedure can require up to 10 days, 
because they are managed in two complete-
ly separated infrastructures, with specific hard-
ware, and different policies and configuration 
mechanisms. Moreover, coordination is needed 
between all the operators (GÉANT, NREN, and 

Figure 6. Proof of concept over the GÉANT testbed service.
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the third party). Instead, within an SDX environ-
ment, the separation is blurred, and these ser-
vices can be managed through a single platform, 
reducing coordination efforts, manual interven-
tion of the network operators, and complexity of 
the procedures. SDX allows a network engineer 
to provision an L2 circuit without prior technical 
coordination with the other network teams [15]. 
Moreover, they are delivered using a unique infra-
structure, with reductions in terms of OPEX and 
future hardware investments.

Conclusions
In this article, we have first considered the long-
term softwarization path of a service provider 
network like GÉANT. Then we have described 
the prototypes of two services, called L3-SDX and 
L2-SDX, that have been deployed in a proof of 
concept over the GÉANT Testbed Service. The 
development has been based on the open source 
ONOS controller platform for SDN. We have per-
formed a functional evaluation of the PoC and 
an analysis of the potential benefits, which have 
been very satisfactory. The developed services 
can bring considerable savings in the operational 
costs and can dramatically reduce the service pro-
visioning time, as they automate many tasks that 
are manually performed. From the point of view 
of performance, the SDX solution is ready for a 
“local” deployment, that is, considering a single 
location (even if composed of a large number of 
nodes). It has to be further assessed if geograph-
ically distributed locations can be combined in 
single logical instances of the SDX.

In order to bring the L2-SDX and L3-SDX ser-
vices to production, some additional concerns 
related, for example, to security and integration 
with management systems need to be addressed. 
The GÉANT team is committed to working on 
these issues in the near future. 
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Abstract

Foreseen 5G verticals hold the promise of 
being true value-added services, hence bringing 
significant income to their respective provid-
ers. However, the nature of these verticals are 
very demanding in terms of both economic and 
technical requirements, such as multi-operator 
cooperation, end-to-end quality assurance, and 
the unified orchestration of network and cloud 
resources. Existing systems fall short of satisfying 
these requirements, but emerging network soft-
warization and resource virtualization technolo-
gies, such as SDN and NFV, show promise for 
being key enablers in this context. In this article, 
we introduce the 5G Exchange (5GEx) concept 
that builds on SDN and NFV, and facilitates the 
provisioning of multi-operator 5G services by 
means of inter-operator management and orches-
tration of virtualized network, compute, and stor-
age resources. We present potential 5GEx use 
cases, conceptual architecture, and value proposi-
tion. We also outline open research questions on 
how to exchange information in such a coopeti-
tive environment, and provide an outlook on the 
impact of 5GEx on a network service provider’s 
business and operation.

Introduction
Internet services have evolved rapidly, covering all 
aspects of communication and infotainment. Ser-
vices such as video on demand and online gaming 
are already popular, while additional verticals, also 
integrating cloud and the Internet of Things (IoT), 
are envisioned in the context of the fifth generation 
(5G) [1]. Efficient provisioning of these services 
as high-value products in the market requires ser-
vice-aware routing, end-to-end quality of service 
(QoS) assurance, including dependability aspects, 
elastic resource, and dynamic service orchestra-
tion (over network and cloud infrastructures), and 
flexible service management. These requirements 
are currently not met by best effort Internet and 
the inherent shortcomings of a single-traffic-class 
approach: large buffers for statistical multiplexing 
gain inevitably increase delay; there is no way to 
protect critical over non-critical traffic; the flow 
control protocols cannot efficiently adapt to con-
gestion and match application requirements with 

network capabilities, while Border Gateway Proto-
col (BGP) does not allow multiple choices for ser-
vice-aware routing of delay-tolerant vs. delay-critical 
traffic so as to both optimize QoS and load bal-
ance the network. 

Internet service layer stakeholders buy and 
sell Internet services and are categorized as con-
nectivity providers, information providers, also 
referred to as over the top (OTTs), and end users. 
Connectivity providers, also referred to as net-
work service providers (NSPs), normally own their 
network and are responsible for the provisioning 
of its functionalities. The fact that multiple net-
work (including 5G radio access), cloud, and OTT 
stakeholders constitute the multi-actor value chain 
of 5G services inevitably calls for multi-operator 
business and service coordination jointly over the 
network, compute, and storage domain. Unfor-
tunately, currently there is no open and global 
solution to multi-service internetworking, resulting 
in costly, legacy, provider-specific service provi-
sioning. This limits the potential of standardized 
integration of network, compute, and storage 
infrastructure under a unified service orchestra-
tion, control, and management framework. Thus, 
it is insufficient to carry the 5G value creation at 
the edge of the networks across the backbones, 
hindering the 5G services value creation. The 
softwarization of the network control plane and 
the virtualization of resources can be power-
ful enablers in the context of a novel exchange 
mechanism supporting on-demand service cre-
ation, standard resource abstractions, resource 
trading, and flexible inter-provider service level 
agreements (SLAs). Such an exchange framework 
has the potential to remove the inherent short-
comings of today’s solutions, and enables 5G 
value creation at the network edge and matching 
of requirements of 5G applications and services 
to properties of connectivity services end to end 
over the virtualized network infrastructure.

Multi-operator services currently rely on best 
effort connectivity enabled by service-agnos-
tic interconnection agreements pertaining to 
inter-domain traffic aggregates. As a result, ser-
vices experience unpredictable network perfor-
mance that mostly depends on insufficient and 
inefficient overprovisioning [2]. Paired with the 
increasing overall traffic demand and the limited 
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incentives for investing in new infrastructure, 5G 
services provisioning is a formidable challenge. 
Overprovisioning is a bad strategy for parts of the 
network, since a capacity upgrade also brings sub-
stantial benefit to a less well provisioned but inter-
connected network, making the latter also more 
attractive to end users [3]. Thus, although both 
networks could benefit from an upgrade, selfishly 
maintaining a low-quality interconnection is often 
a dominant strategy for large Internet service pro-
viders (ISPs) [4].

In this article, we introduce the novel 5G 
Exchange (5GEx) concept: drawing on the disrup-
tive innovative technologies of softwarized service 
orchestration and control (SDN) and resource 
and network function virtualization (NFV), 5GEx 
is positioned to be a key market enabler for the 
provisioning of multi-operator infrastructure ser-
vices and a catalyst for materializing the value of 
5G verticals. From the technical resource orches-
tration aspect, 5GEx enables the transition from 
dedicated physical networks and resources for dif-
ferent applications to a “network factory,” where 
resources and network functions are traded on 
demand and new services are “manufactured by 
software” (Fig. 1). Orchestration of the hetero-
geneous resource domains are achieved via vir-
tualization of resources and network functions 
and a smart slicing method operating over those 
virtualized entities. 

The rest of the article is organized as follows. 
We present the state of the art in multi-operator 
interconnection alternatives. We present the ben-
efits of SDN and NFV, and how these character-
istics enable the proposed exchange framework. 
We introduce the conceptual design of the 5G 
Exchange. We discuss operational challenges and 
opportunities in the context of the exchange from 
the operator’s aspect. Finally, we conclude the 
article.

Multi-Operator Interconnection: 
State of the Art

Multi-operator services have been implicitly sup-
ported over the Internet by means of pure con-
nectivity services and interconnection agreements 
between the operators. Networks rely on BGP to 

build the Internet connectivity graph. They solely 
exchange BGP announcements and data; intercon-
nection agreements specify whether and how each 
network should accept and terminate or forward 
the traffic coming from a neighboring network. 
Existing peering and transit interconnection agree-
ments do not provide any type of service-aware 
routing and management or QoS assurance, and 
pertain to inter-domain traffic aggregates of multi-
ple services (elastic and inelastic). 

From an economic standpoint, the work in [3] 
points out inefficiencies, such as unfair revenue 
distribution among providers, which discourages 
network upgrades. The current “walled garden” 
digital service provisioning regime (i.e., operators 
focusing on intra-domain services for their cus-
tomer base while being reluctant to cooperate 
with other operators beyond peering and transit) 
results in well-known business and economic inef-
ficiencies. This motivates an increasing research 
and business interest in providing solutions for 
enabling sustainable ecosystems where services 
relying on open, agile, elastic management, as 
well as quality assurance can be efficiently provi-
sioned [2]. 

The ETICS research project has attempted to 
mitigate these inefficiencies by complementing 
traditional interconnection peering and transit 
products with additional products for the provi-
sioning of quality assurance to the inter-domain 
interconnection services, or assured quality (ASQ) 
products [5]. ASQ products support technolo-
gy-agnostic paths of assured performance and 
attributes such as IP addresses/prefixes, delay, jit-
ter, and bandwidth; service level agreement (SLA) 
attributes are propagated via an overlay of path 
communication elements, horizontal and vertical 
interfaces that map them to and enforce them in 
the underlying networks. ASQ products allow a 
finer degree of traffic control over inter-domain 
network paths and regions, while peering pertains 
to two networks and transit offers global connec-
tivity to the buyer.

Evolving from a separate industry strand, the 
IP Exchange (IPX) is a non-Internet telecommu-
nications interconnection model developed by 
the GSM Association (GSMA) for the exchange 
of IP-based traffic between customers of sepa-
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Figure 1. From dedicated physical resources to network factory: services manufactured by software.
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rate mobile and fixed operators as well as ISPs; 
essentially, a privately managed IP backbone [6]. 
IPX, in contrast to the Internet approach, inherent-
ly supports QoS interconnection with respective 
SLAs and cascading payments between operators. 
There are two characteristics of IPX that work 
against IPX becoming a truly global solution. First, 
IPX uses network address translators and per ses-
sion gating at IPX border routers, making it hard 
to scale at a global level. Second, IPX is required 
to be compatible with legacy voice services, add-
ing additional complexity. These characteristics 
render IPX too complex and expensive for serving 
as a general-purpose backbone for 5G services.

From a cloud provider’s standpoint, cloud fed-
erations and exchanges are gaining momentum, 
including data center interconnection over feder-
ated infrastructure. A typical example is OnApp 
[7], a federation of cloud providers with cloud 
and content distribution network (CDN) product 
offerings of fine geospatial granularity worldwide. 
In addition, U.K.-based CloudStore [8] supports 
public, private, and hybrid clouds, and Inernet 
as a service (IaaS), software as a service (SaaS), 
platform as a service (PaaS), and specialist cloud 
services. While certainly a hotbed of technical 
and business innovation recently, solutions from 
the cloud domain have to be complemented and 
harmonized with end-to-end assured quality con-
nectivity to successfully provision 5G services.

Enabling Technologies: 
SDN, NFV, and SFC

While there has been tremendous activity in the 
networking research community with regard 
to service quality assurance spanning multi-
ple decades, we believe that the time has just 
become ripe for capitalizing on a well designed 
solution. Two of the key requirements have just 
materialized:
1.	We have the “killer apps” in form of val-

ue-added 5G verticals whose value chain is 
inherently multi-operator in general.

2.	Enabling technology has just reached the 
needed maturity level, in the form of soft-
ware-defined networking (SDN), network 
functions virtualization (NFV), and service 
function chaining (SFC), and how these 
technologies can be integrated around the 
concept of network (and later compute and 
storage resource) slices.
SDN, in its original interpretation, decouples 

control from the data plane (and therefore ven-
dor-specific hardware), assigning it to a software 
controller. SDN simplifies routers and switches, 
and can improve data throughput and reduce 
congestion via traffic management and optimized 
resource allocation applied by the controller. In 
the context of 5G, SDN enables service-aware 
routing, flow-level quality assurance, and efficient 
dynamic resource management by a logically cen-
tralized control logic. The defining benefit of SDN 
for us, however, lies in its ability to provide an 
abstraction of the physical network infrastructure. 
SDN provides network programmability: several 
customized network slices can be configured in 
parallel using the same physical and logical infra-
structure. Thus, one physical network can support 
a variety of services in an optimal way. 

NFV allows for a network function to be 
implemented in software instead of by a piece 
of dedicated hardware. This concept comes 
with inherent scalability supporting the deliv-
ery of on-demand, dynamically re-scalable, and 
global services. For us, the key feature of NFV 
lies in its ability to execute NFs independent of 
location; this essentially means that the same NF 
can be executed at different locations for differ-
ent network slices. Hence, a service-aware virtu-
al network environment is created by the actual 
placement of NFs.

SFC is not a novel concept in itself: the deliv-
ery of end-to-end services often requires various 
network service (e.g., firewall) and application-spe-
cific functions (e.g., HTTP header processing) to 
be “chained.” However, if functions are virtualized 
and can be placed at arbitrary physical locations, 
and SDN policies are used to steer data traffic 
through them in a service-specific manner, we have 
the ultimate elastic service environment: instantly, 
rapid creation, destruction, and scaling, and migra-
tion of service functions and (with an agile service 
insertion model) services become possible. 

SDN and NFV allow architects to build systems 
with greater degrees of freedom and abstractions, 
and thus network flexibility: with their help the 
vertical networking of yesterday can be broken 
down to building blocks that can be chained 
together to suit the services to be supported. We 
refer to this concept as service-aware slicing; we 
believe it has the potential to enable the high-
ly coveted flexibility in service provisioning and 
delivery (the “Holy Grail of 5G”), while reducing 
overall costs at the same time.

SDN is also a key enabler from a multi-opera-
tor collaboration perspective, as it allows for the 
direct expression of flexible policies potentially 
tailored to different applications and service qual-
ity requirements (a potential stepping stone for 
an improved SLA framework). Drawing from (a 
simplified version of) this idea, the project SDN 
eXchange point (SDX) [9] proposes to deploy 
SDN-capable switches at Internet exchange points 
(IXPs) in order to make a step from convention-
al hop-by-hop, destination-based forwarding and 
enable participating ISPs to apply diverse actions 
on packets from the IXP such as inbound traffic 
engineering, redirection of traffic to middleboxes, 
and load balancing. We believe that SDX is a step 
in the right direction, and serves as an important 
precursor to 5GEx.

The 5G Exchange Concept
The 5G Exchange project aims to enable 5G 
verticals by designing an exchange framework 
capable of handling the orchestration of both net-
work and cloud resources over multiple techno-
logical and administrative domains [10]. Apart 
from catering to the needs of future 5G services, 
5GEx also has an objective of overcoming the 
historical technological and market fragmenta-
tion of the European telecommunications sec-
tor by bootstrapping operator collaboration with 
regard to infrastructure services. Such infrastruc-
ture services (and associated resources) provide 
the foundation of all 5G verticals making use of 
cloud and networking services, apart from the 
radio interface itself. The envisioned 5G Exchange 
will enable operators to buy, sell, and integrate 
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virtual resources and services, thus enabling one-
stop shopping for their customers: it suffices for 
the customer to contact and contract with a sin-
gle operator, who will then outsource part of its 
commitments to other operators given the lack 
of geographical footprint or available resources. 
Furthermore, the generic, open, and standardized 
offering of various connectivity modes supported 
with other 5G capabilities will enable the numer-
ous small to medium-sized enterprises (SMEs) and 
content providers to differentiate and monetize 
their online content and application offerings. This 
will open up new venues of innovation for many 
businesses and verticals as yet unseen in various 
consumer, business and public sector markets.

5G services extend personal communication 
and video services with the integration of cloud, 
IoT, and machine-to-machine communication into 
the 5G architecture and service model. The Next 
Generation Mobile Networks (NGMN) Alliance 
[1] specifies 24 use cases for 5G, to be delivered 
across various devices (smartphone, wearable, 
machine module) grouped into 8 families, along 
with related customer-facing services (verticals): 
3 families of high-speed broadband access every-
where with HD video sharing as vertical, massive 
IoT with sensor/smart home networks as verticals, 
3 families of lifeline/ultra-reliable communica-
tions with e-health/telemedicine as a vertical, and 
broadcast services for infotainment. These use 
case families and verticals motivate the wholesale 
infrastructure services needed to support them, 
enabled by resource virtualization, network soft-
warization. and service orchestration and man-
agement of the proposed 5GEx multi-operator 
exchange. 5GEx can be seen as the 5G evolution 
of exchange environments such as IPX, SDX, and 
IXPs; a core subset of 5G infrastructure services 
envisioned that are capable of supporting the 
aforementioned use cases and verticals are con-
nectivity (e.g., VPN+), virtual network function as 
a service (VNFaaS, e.g., vCDN), and anything as-a 
service (XaaS, e.g., Gi-LAN).

Connectivity is a use case family of whole-
sale connectivity services over multiple domains, 
capable of supporting next-generation connec-
tivity verticals such as VPN+. VPN+ denotes an 
improved virtual private network service (aimed 
at an enterprise customer) with a network as a 
service (NaaS) element such as partial topology 
description and dependability requirements. The 
vCDN use case implements a virtual CDN, where 
a video portal (customer) purchases the right to 
use the CDN facilities of a CDN provider: this 
also involves storage resources. XaaS represents 
the most challenging use case in that it potential-
ly involves the full range of network, compute, 
and storage resources with strict performance and 
dependability guarantees (e.g., ultra-low latency 
and adequate computational capacity) to enable 
demanding verticals such as industrial robotics 
and mobile edge computing (MEC) scenarios. 
A very concrete instantiation of XaaS inspired 
by a true operator need is international mobile 
data roaming (referred to as the Gi-LAN use 
case). Since the European Union will ban mobile 
roaming fees within Europe, a drastic increase 
of roaming data usage is expected. The normal 
process of roaming would involve building tun-
nels back to the home packet gateway (h-PGW) 

through international exchange points: an expen-
sive and unfavorably scaling mechanism. Moving 
the h-PGW and the entire Gi-LAN functionality 
to the roaming operator’s data center results in a 
cheaper and dynamically scalable solution. (While 
this list of use cases is clearly not exhaustive, they 
demonstrate the different expected capabilities of 
5G Exchange well.)

The aforementioned wholesale 5GEx infra-
structure services can efficiently serve verticals by 
relying on lower-level 5GEx fundamental services 
and SDN/NFV techniques, with the core element 
being the slice. A slice is defined as a managed 
set of 5G resources and network functions set up 
within the 5G system that is tailored to support a 
particular type of user or service. Note how the 
slice concept is an evolution of network slices as 
used in SDN, also incorporating cloud resourc-
es and NFs. These slices are then instantiated on 
demand using application programming interfaces 
(APIs) exposed by the management plane, which 
provides dynamic orchestration for multilayer and 
multi-domain networks. SDN and NFV greatly sim-
plify slice and service orchestration and manage-
ment, as opposed to the traditional interworking 
of legacy networks and clouds. 5GEx uses:
•	 Standard interface (1) for the multi-domain 

orchestrator to translate the 5GEx custom-
er service request to a chain of VNFs and 
underlying network, storage, and cloud 
resource requirements

•	 Standard interface (2) and respective SLAs 
for trading slices and 5GEx higher-level ser-
vices among 5GEx-enabled orchestrators 

•	 Standard interface (3) for the management of 
own or leased — via interface (2) – resourc-
es. For a simplified conceptual architecture 
of 5GEx, please refer to Fig. 2

Precursor projects containing ideas and code for 
interfaces include ETICS (interface 2, [5]), UNIFY 
(interface 3, [11]), and T-NOVA (interface 1, [12]).

The proposed 5G Exchange Framework sup-
ports a variety of specific deployments and coordi-
nation/collaboration models such as: 
•	 “Direct peering” at an already established 

local or remote IXP
•	 Distributed multi-party collaboration, where 

the operators host the exchange mechanism 
in a distributed manner inside their own 
infrastructure

Figure 2. Simplified conceptual architecture of the 5G Exchange.
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•	 A dedicated (for-profit) exchange point 
provider as a standalone entity, offering 
exchange point services

In addition, the 5G Exchange Framework also 
supports higher-level abstractions and advanced 
models covering views, resources, and services 
across several exchange points or points of pres-
ence (PoPs). Also note that the customer-facing 
“3rd party orchestrator” in Fig. 2 is an optional 
role in the ecosystem, essentially referring to a 
virtual network operator who implements the 
multi-domain orchestrator functionality, but does 
not own an infrastructure.

The clear separation of functionality allows 
5GEx to make the most out of SDN and NFV, 
creating an open agile management and orches-
tration environment where multi-operator services 
become only marginally more complex than sin-
gle-operator services due to the common interfac-
es and functionality for the management of both 
owned and leased services. There is an analogy 
here with the cloud ecosystem in terms of archi-
tecture and value proposition, with the various 
5GEx layers [13] mapped to cloud resources and 
services ranging from Amazon’s S3 through EC2 
to CloudFront high-level service, as depicted in 
Fig. 3. Lower-level resources are the low-margin 
commodity building blocks of differentiated high-
er-level services for serving 5G verticals. At all lev-
els of the value chain, we use the service concept 
appropriate for the given level. Virtual resources 
and NFs are composed into slices utilizing the net-
work function infrastructure as a service (NFVIaaS) 
paradigm; slices make up infrastructure services in 
the concept of slice as a service (SlaaS); finally, 
infrastructure services comprise a custom 5G ver-
tical, which in turn can be purchased by a custom-
er residing outside the 5G Exchange (high profit 
margin). Therefore, intra-5GEx services by design 
consider the needs of 5G customer-facing ser-
vices. The (potentially recursive) trading of slices 
and 5GEx services over interface (2) can support 
multiple coordination models, including push and 
pull, if goods are built on demand or pre-built and 
part of a catalog, as well as distributed or central-

ized, whether the multi-domain orchestration is a 
centralized third-party service or implemented in 
a distributed fashion over multiple instances, one 
per 5GEx infrastructure service provider. 

Although the conceptual architecture and 
value proposition are clear, there are still some 
design challenges ahead, the most glaring 
focused on the exchange of information among 
5GEx operators (see Fig. 4 for an example with 
User1 as a customer and Op1 as a customer-fac-
ing operator). On one hand, SDN supports a rich 
set of possibilities for exchanging information as 
described earlier. On the other hand, what kind of 
information should be shared, at what granularity, 
and how to calculate relevant key performance 
indicators (KPIs) and design corresponding SLAs 
are all mostly open questions. Naturally, there is 
a trade-off between the business interests (shar-
ing the least amount of information possible) and 
optimal end-to-end resource management guar-
anteeing assured quality (sharing the most precise 
information possible). Furthermore, virtualization 
involves aggregation of information about the 
physical resources, network topology, and poli-
cies; multiple levels of virtualization in 5GEx make 
matters even more complex. Thus, the chosen 
method of information exchange has far reaching 
consequences with regard to both performance 
and dependability of the provisioned services.

In order to rise up to this challenge, the fol-
lowing research roadmap could be followed. First, 
we have to understand what is the maximum 
amount and finest granularity of information we 
could possibly collect using advanced SDN and 
cloud monitoring techniques. Second, we should 
carefully investigate and quantify the interdepen-
dence of virtual compute, storage, and network 
resources with regard to both performance and 
dependability, both within a domain and over 
multiple domains, or if they share some physical 
resources. Third, we should repeat step 2 upward 
in the value chain to have a model of the whole 
ecosystem. Finally, we should go beyond basic 
aggregated mean values when it comes to KPIs, 
and consider quantiles and even full probabili-

Figure 3. Levels of 5GEx goods and value proposition mapped to the current cloud ecosystem.
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ty distributions of important performance and 
dependability metrics, potentially leading to more 
descriptive SLAs supporting assured quality of ser-
vice delivery.

Business and Operational Impact
In summary, driven by the 5G technology innova-
tions and enablement of new verticals and their 
diversity of future applications, there are numer-
ous economical drivers to push and reshape 
the overall response by the industry in terms of 
multi-provider services. We foresee a future where 
business and technology enablers will be carefully 
aligned, and provide an agile, efficient, and open 
multi-service multi-provider solution. Enabled by 
SDN, we anticipate an evolution into a powerful 
multi-service platform that goes beyond pure con-
nectivity offerings. This multi-provider platform will 
also accommodate the needs of, as well as inte-
grate the capabilities of, the emerging NFV and 
softwarization solutions. 

While learning from the IT and cloud industry, 
the telco and NSP industry will find themselves in 
an even more uncertain position and challenged 
with many strategic questions. On one hand, the 
new technology enablers will allow on-demand 
trading, flexibility in re-negotiating SLAs, elasticity, 
and dynamic traffic, resource, and service man-
agement. However, which resources should you 
own, and which resources and services should 
you buy? What is the best contract duration, and 
the better roadmap for my service and capabil-
ity offerings? What kind of partnerships should 
I develop? How will I best adjust my organiza-
tion and my operational processes to become an 
excellent player in such a future [14]? Perhaps the 
biggest challenge to the network infrastructure 
and services is “bootstrapping” the basic solution 
enablers when faced with so many multi-stake-
holder coordination issues. On the positive side, 
solution proposals are now getting more mature, 
and business attention is rising as the need for 
solving the challenges are becoming clearer. The 
use cases and 5G verticals mentioned above are 
good examples for that.

SDN-enabled solutions can help NSPs evolve 
their networking solutions in manageable steps 
according to their business developments and 
roadmap. Evolving the current IP traffic exchange 
solutions can complement and augment the cur-
rent BGP-based operations with managed qual-
ity and multi-service inter-NSP 5G-ready traffic 
exchange services and SLA management solu-
tions. When such a managed and assured qual-
ity traffic exchange solution is enabled among a 
set of initial partners, the solution can scale and 
grow into a full fledged traffic, resource, and ser-
vice trading and exchange platform. This holistic 
multi-domain resource slicing solution will unleash 
the full potential of 5G.

The value-added connectivity and services that 
are specific to the end customer are handled by 
appropriate policies at the SDN-enabled service 
edge nodes. The traffic flows are then steered 
onto the appropriate infrastructure automated 
software quality (ASQ) paths and back-office data 
centers, according to the application require-
ments. This way, consistent end-to-end traffic and 
service handling across domains can be achieved 
and supported by the intelligence of SDN con-

trollers and the SDN-enabled monitoring and ser-
vice assurance capabilities. The above anticipated 
multi-domain service and resource orchestration, 
hierarchical SLA management, and the need for 
automated mapping between high-level and low-
er-level SLAs and their specific configurations and 
monitoring capabilities will become more crucial 
as the industry evolves [15]. 

Conclusions
The advent of the 5G era brings with it the prom-
ise of value creation by means of a wide range of 
verticals. On one hand, we have demonstrated 
how today’s best effort Internet is not suitable for 
the assured quality interconnection these inher-
ently multi-operator services require; other exist-
ing solutions are either too domain-specific or 
have incomplete functionality. On the other hand, 
we have shown which features of SDN and NFV 
technologies supplemented with service function 
chaining serve as key enablers for a novel alter-
native concept called 5G Exchange (5GEx). We 
have introduced the 5GEx conceptual architec-
ture and presented how it is able to handle the 
inter-operator orchestration of composite (net-
work and cloud) resources with the main tech-
nical concept of resource slicing. We have also 
outlined the 5GEx value proposition enabling the 
creation and trading of complex, high margin 
services built on top of low margin, commodity 
building blocks. Furthermore, we have addressed 
the open question of how to exchange informa-
tion within the 5GEx framework and provided 
a roadmap for future research. Finally, we have 
investigated the business and operational impact 
of the envisioned solution. We believe that the 
5G Exchange is capable of satisfying both the 
technical and business requirements of future 5G 
verticals and ushering us into the 5G era.
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Figure 4. Example: information flows in a 5GEx scenario.
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Abstract

The network functions virtualization paradigm 
is rapidly gaining interest among Internet service 
providers. However, the transition to this paradigm 
on ISP networks comes with a unique set of chal-
lenges: legacy equipment already in place, hetero-
geneous traffic from multiple clients, and very large 
scalability requirements. In this article we thorough-
ly analyze such challenges and discuss NFV design 
guidelines that address them efficiently. Particularly, 
we show that a decentralization of NFV control 
while maintaining global state improves scalability, 
offers better per-flow decisions and simplifies the 
implementation of virtual network functions. Build-
ing on top of such principles, we propose a partial-
ly decentralized NFV architecture enabled via an 
enhanced software-defined networking infrastruc-
ture. We also perform a qualitative analysis of the 
architecture to identify advantages and challenges. 
Finally, we determine the bottleneck component, 
based on the qualitative analysis, which we imple-
ment and benchmark in order to assess the feasibil-
ity of the architecture.

Introduction
The network functions virtualization (NFV) para-
digm enables software-hardware decoupling, flexi-
ble deployment of network functions, and dynamic 
service provisioning [1]. Traditionally, network func-
tions, including firewalls, distributed denial of ser-
vice (DDoS) filters, TCP optimizers, and so on, are 
deployed by means of special-purpose hardware 
appliances. However, the NFV paradigm proposes 
to virtualize these functions via software in order to 
dynamically instantiate, move, and destroy them. 
Complementary to NFV, the software-defined net-
working (SDN) [2] paradigm has also gained trac-
tion in the industry. SDN advocates for decoupling 
the control plane from the data plane. A central 
SDN controller centralizes the control and remote-
ly programs the data plane devices. Interestingly, 
both NFV and SDN serve for network virtualiza-
tion. While data center and campus networks can 
use SDN to virtualize network forwarding, Internet 
service providers (ISPs) can use NFV to virtualize 
network functions.

ISPs deploy in-network functions to efficient-
ly manage the traffic and offer value-added ser-
vices to their costumers. In this context, NFV 
would help to reduce both capital and opera-
tional expenses by enabling easier and cheaper 

deployment and simplified management of net-
work functions. However, bringing NFV to ISP 
networks presents a unique set of challenges. In 
addition to performance, manageability, reliabil-
ity, stability, and security [1, 3], an NFV solution 
for ISP networks has to consider their large size, 
the legacy networking hardware already in place, 
and the heterogeneous traffic generated by ISPs’ 
customers. Therefore, an NFV architecture for 
ISPs must offer a platform able to scale to a wide 
range of different workloads and network con-
ditions, while remaining agnostic to the virtual 
network function (VNF) types required to process 
the different kinds of traffic.

These requirements dramatically increase the 
complexity of centralized control. Therefore, we 
suggest that typical NFV approaches with cen-
tralized control fall short for the ISP scale. Those 
solutions tend to leverage on SDN approaches 
that centralize — logically — both the state and the 
control. We advocate that while the network state 
should be centralized, the control decisions must 
be decentralized and made locally.

In this article, we analyze these requirements 
and propose a set of design guidelines to address 
them. Based on these principles, we describe a 
novel decentralized architecture that offloads part 
of the control to an enhanced SDN infrastructure 
and federates local state through a global data-
base. This makes it possible to make efficient per-
flow local decisions based on global knowledge. 
Therefore, VNFs and client flows can be elastically 
accommodated. The enhanced SDN is enabled 
by collocating NFV modules within the SDN con-
trollers and then pushing the controllers close to 
the data plane devices they control.

Along with the architecture, we present a qual-
itative analysis that highlights its advantages and 
challenges. To assess the feasibility of the archi-
tecture, we identify its potential bottleneck and 
provide a possible implementation that we sup-
port with experimental performance results.

Scenario Requirements
In addition to common NFV requirements [1, 3], 
an NFV solution for ISP networks needs to consid-
er the following.

Legacy Hardware

Usually, ISP networks are long-run deployments 
where there has been a significant investment 
in network equipment. Contrary to enterprise 
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or public infrastructure as a service (IaaS) cloud 
data centers, which in many cases are greenfield 
deployments, the networking hardware of ISPs is 
already in place, and in most cases it is not simple 
to update, upgrade or replace. The architecture 
should remain agnostic to the underlying devices 
and thus be feasible to deploy on top of current 
networks.

Traffic Heterogeneity

As opposed to the traffic observed in data center 
networks, the expected traffic in an ISP network 
will likely come from a wide range of costumers 
and presents diverse characteristics. Such traffic 
will require different kinds of processing by large 
sets of heterogeneous network functions.

Number of Flows

Due to the size of ISP deployments, achieving 
scalable fine-grained flow processing becomes a 
major challenge. These networks are typically very 
large and comprise millions of users. To individu-
ally manage large numbers of flows, the architec-
ture needs to scale smoothly.

Global State, Local Decisions
With the advent of SDN and the possibilities of 
control-data decoupling, network architectures 
usually centralize the control to ease network 
deployments. However, we believe that the major 
challenge of an NFV deployment for ISP networks 
is that their scale, in terms of both traffic and 
number of independent subscribers, increases the 
complexity of keeping logically centralized con-
trol scalable. 

Existing works on SDN [4, 5] propose a dis-
tributed control. We take that approach further, 
advocating for an NFV architecture where the 
control is not only distributed but also partially 
decentralized. We seek to find an optimal middle 
ground, between the decentralization of legacy 
networks and the centralization brought by SDN.

We argue that this optimal balance can be 
achieved by enforcing local control while keep-
ing global state; that is, federating the state gen-
erated locally to make the outcome of the local 
decisions globally available. As a result, the deci-
sion on how to act on a flow can be made by the 
node processing the flow, but taking into account 
the global state of the system at that time. 

For instance, assume a scenario where local 

controllers locally monitor the load of VNFs. To 
alleviate the load on a certain VNF, a controller 
may locally decide to steer some flows to a less 
loaded VNF. Via a global state database, it knows 
the load of other instances of that VNF and can 
locally choose a less loaded one. Then it publishes 
this decision on the global state database. Thanks 
to this, if another controller has to locally process 
those flows, it knows that it has to forward them 
to the new VNF.

Design Principles
In what follows we propose a set of design guide-
lines to achieve this partial decentralization as 
well as to face the other requirements (mentioned 
earlier) of the ISP scenario.

MANO Disassembling

We refer to the European Telecommunications 
Standards Institute (ETSI) architectural framework 
[6] that defines the management and orches-
tration (MANO) system as the central point for 
NFV control [7]. The MANO system comprises 
the global orchestration of the architecture, and 
the management of the VNFs and the virtualized 
infrastructure. Albeit this system may be — and in 
most cases is — physically distributed, it remains 
a logically centralized point of control, as shown 
in Fig. 1. We propose to keep the service/func-
tions catalogs and the general NFV orchestra-
tion centralized. The management of the virtual 
resources other than the network (storage, com-
puting) should also remain partially centralized. 
However, we advocate that the management of 
the virtual network can be completely offload-
ed to the infrastructure. Thanks to an enhanced 
SDN infrastructure, it can be totally decentralized 
and auto-coordinated. Similarly, the VNF manage-
ment can also be partially offloaded. The creation 
and destruction of VNF instances is still coordinat-
ed by a centralized entity (e.g., OpenStack.org). 
However, the monitoring, balancing, and load 
assignment are decentralized and coordinated 
directly by the enhanced SDN infrastructure. 

SDN Infrastructure Enhancement

The MANO system comprises different instances 
of an SDN controller to control the network. To 
achieve an enhanced SDN infrastructure, they 
must be isolated and pushed close to the data 
plane devices they control. Furthermore, part of 
the MANO system itself should be partially dis-
tributed over those controller instances to achieve 
better local control, as shown in Fig. 2. Previous 
works already discuss collocating NFV and SDN 
elements with the data plane nodes [8]. We seek 
to also effectively offload the control to those 
elements. The state database remains part of the 
centralized MANO, but it is mostly updated by 
the decentralized controllers. Controllers collocat-
ed with the data plane devices have richer infor-
mation about the traffic. They can make faster 
and better decisions than a centralized MANO.

Offload Redundant VNF Functionality

This enhanced SDN infrastructure with decentral-
ized MANO modules offers a general framework 
where different VNF types can be allocated. Fea-
tures common among the VNFs (e.g., resilience, 
load balancing) can be offloaded to the local 

Figure 1. Common centralized NFV approach.
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MANO modules that use the federated global 
state to coordinate (Fig. 2). This results in modu-
lar, optimized, and compact VNFs, which enables 
a VNF-agnostic architecture that can efficiently 
handle the different kinds of traffic expected on 
ISP networks. 

Overlay Encapsulation

An overlay encapsulating traffic over the legacy 
infrastructure can overcome the constraint of the 
network equipment already in place. We differen-
tiate three parts of the network, overlay, underlay, 
and outerlay (as shown in Fig. 3). Overlay is the 
virtual network instantiated by the architecture 
through encapsulation. Underlay is the legacy net-
work beneath based on off-the-shelf hardware. 
Outerlay is the external networks that generate/
receive the traffic and connect to the overlay 
through enhanced SDN edge nodes. 

Strong Identity-Location Decoupling

To support the model of a VNF-agnostic over-
lay-based system with decentralized control, the 
architecture must enforce a strong decoupling of 
identity and location semantics and introduce dif-
ferent levels of indirection. We aim to solve NFV 
challenges by moving the network appliances to 
the data center and then getting the outerlay traf-
fic there. Identity-location split is required to main-
tain real-time mappings of VNFs to data center 
servers, overlay traffic to underlay tunnels, and 
outerlay clients to offered services. 

Architecture
Building on the design principles discussed earlier, 
we propose the NFV architecture depicted in Fig. 
3. To illustrate the architecture, let us assume that 
an operator has deployed a service to enhance 
HTTP traffic on its network. This service leverages 
on using a firewall to check that the subscriber is 
not accessing a malicious site, and then using a 
TCP optimizer to boost the transmission perfor-
mance. In the figure, the VNFs hosted in data cen-
ter 1 implement firewall functionality, while those 
hosted in data center 2 are TCP optimizers. In Fig. 
3 an HTTP flow from a subscriber arrives at the 
edge node on the left, which detects that the flow 
is HTTP traffic subject to enhancement. The edge 
node queries the global state database to find the 
VNF chain assigned to that particular flow. Since 
no chain has been computed, it creates one itself. 
Based on the current state of the system stored 
in the database, the edge node decides that the 
traffic will go through VNF-1 (firewall) and then 
through VNF-4 (TCP optimizer). This decision is 
made publicly available by storing the flow-to-
VNF-chain affinity in the global state database. 
Using this global information, the rest of the edge 
nodes can properly forward the traffic, first across 
the firewall, then through the TCP optimizer, and 
finally to the Internet. The rest of this section con-
tains more details on the architecture.

Edge Nodes

Due to the legacy equipment already in place, it 
is not cost-effective to upgrade all nodes in the 
network to support the required NFV capabilities. 
Therefore, the architecture relies on just upgrading 
the nodes at the network edges (i.e., the ingress/
egress points for clients’ networks and the loca-

tions where the VNFs are hosted). For the VNF 
case, these edge nodes may be the switches at 
the top of virtualization racks and/or the gateways 
of the data centers hosting the VNFs. Given the 
characteristics of ISP networks, these edge nodes 
should offer flow granularity for packet process-
ing while keeping line-rate throughput on the data 
plane and low latency times for the control plane.

To achieve this, we propose the edge node 
design depicted in Fig. 4. An SDN controller is col-
located with a hardware SDN switch to minimize 
switch-controller latencies. This hardware SDN 
switch is able to process the traffic at flow granu-
larity and line-rate speed via minimizing the lookup 
time, that is, only performing exact match lookup 
over a minimal set of packet fields (e.g., 3-tuple). 
Any packet that does not hit an exact match entry 
(i.e., no rule available for its flow) is sent upward to 
a software SDN switch. Although slower, the soft-
ware SDN switch allows performing more granular 
(e.g., 5-tuple) flow lookups and defining as many 
rules as needed. In general, to classify a packet 
more fields are needed than to forward it. The soft-
ware SDN switch contains detailed rules to classify 
the flow and find the appropriate MANO service 
module within the SDN controller.

These MANO modules are per-service (e.g., 
HTTP enhancement) specific software pieces 
that can assign flows to VNF chains and program 
accordingly the hardware switch to forward them. 
Once the software switch hands the flow to the 
proper MANO module, the module checks if 
there is already a VNF chain cached that is suit-
able for the flow. If that is not the case, it uses 
the controller’s database interface to retrieve a 
suitable chain from the federated information. 
If no suitable chain exists for that specific flow, 
the service module has to compute one itself, as 
described next. After retrieving/computing the 
VNF chain, the MANO service module uses the 
controller’s southbound interface to program 
(e.g., via OpenFlow [2]) the exact match rules in 
the hardware switch. Subsequent packets of the 
flow will hit the exact match entry and be pro-
cessed at the hardware level. 

Federated Global State

A physically distributed but logically centralized 
database federates all the state generated locally 
at the edge nodes (e.g., computed VNF chains). 

Figure 2. Decentralized NFV based on an enhanced SDN.
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This database makes the state globally available 
to the whole infrastructure. It also stores general 
MANO information (network services catalog, 
VNF catalog, VNF instances, infrastructure status, 
etc.) [7]. A summary of the information stored is 
provided below.
•	 VNF class  VNF instances: The abstract 

VNF classes that the different service use are 
instantiated into (and mapped to) specific 
VNF instances.

•	 Flow  VNF chain: Each flow already pro-
cessed is mapped to its assigned chain of 
VNF instances.

•	 VNF instance  Instance status: Per each 
VNF instance the database stores, its current 
location, the number of flows assigned to it, 
and so on.
The database follows a strong location-identity 

decoupling model to store the information, which 
allows easy introduction of different levels of indi-
rection. This entitles endpoints to smoothly move 
across different access networks and allows VNFs 
to be elastically allocated both inside and outside 
a data center. For instance, in Fig. 3, VNF 1 (i.e., 
identity) can be seamlessly migrated from data 

center 1 to data center 2 (i.e., location) following 
this schema. 

For the database implementation, the architec-
ture uses a distributed hash table (DHT) database 
back-end. Such databases use hashes to index the 
information and thus offer scalable storage with a 
delimited query time. In terms of available solu-
tions, Cassandra [9] can fulfill the requirements 
due to its good availability and excellent scale-out 
capacity [10]. For the front-end interface to the 
database, the architecture uses LISP [11, 12], a 
pull-based protocol that allows retrieving identi-
ty-to-location mappings from a central repository. 
LISP fits the identity-location split model required 
by the architecture well and offers an interopera-
ble (i.e., IETF-backed) and lightweight mechanism 
to retrieve state.

Given that the large size of the network 
leads to considerable state to store, to keep the 
architecture scalable the state is only pulled on 
demand by edge nodes. Therefore, in order to 
report changes and keep the state consistent, 
the database follows a publish-subscribe mecha-
nism [13]. As an example, if in Fig. 3 VNF 1 has 
to be moved to data center 2, the edge node 
at the subscriber’s network will be notified and 
start encapsulating the flow toward data center 2 
instead of data center 1. 

VNFs

The VNFs are allocated in generic virtualization 
racks at different data centers with an edge node 
as ToR switch or data center gateway. Due to the 
encapsulation and the location-identity split, the 
VNFs can be dynamically moved across hosts, 
racks, or data centers. Therefore, the model allows 
both encapsulating the traffic toward where the 
VNFs are and/or moving the VNFs close to where 
the traffic is. All this path computation complexity 
is offloaded to the MANO service modules at the 
edge nodes. 

In this architecture, the VNFs are unaware of 
the rest of the system (i.e., they do not know the 
next hop for a flow). Therefore, the scope of the 
VNF state is restricted to flow processing. This 
simplifies the elastic allocation of VNFs and the 
deployment of new services, since different VNFs 
from different services can easily be chained.

Ideally, each VNF should perform only one single 
task, and complex services should be created by 
chaining different individual VNFs. This enables a 
flexible system that can scale out in a modular fash-
ion. For instance, if a VNF is experiencing high load, 
that specific VNF can be scaled out independently 
without affecting other VNFs in the chain. 

In this sense, the architecture trims out redun-
dant logic common to all VNFs and moves it 
to the distributed MANO modules. Scalability, 
load balancing, high availability, and so on are 
decoupled from the VNFs and offloaded to the 
infrastructure. As an example, a firewall VNF pro-
cesses packets unaware of any balancing policies. 
Its local MANO module monitors it and takes 
care of reassigning flows to properly balance the 
load among similar firewall VNFs. 

Management and Orchestration

The architecture is oriented toward deploying 
services (e.g., HTTP enhancement) via decentral-
ized MANO modules. The central MANO system 

Figure 3. Proposed architecture.
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installs these service-specific modules in the edge 
nodes and programs the software switches to for-
ward the traffic to them. Each service defines the 
type of traffic to be processed (e.g., HTTP) and 
the VNF classes to apply (e.g., firewall, TCP opti-
mizer). The central MANO system is in charge of 
instantiating the VNFs for the service. The decen-
tralized MANO modules build on-demand VNF 
chains based on available VNF instances, drive 
the traffic through the VNF chain, and notify the 
central MANO system when a VNF needs to be 
migrated.

The service description defines the classes of 
VNFs to chain, but the service modules decide 
in real time which is the best VNF chain among 
all possible VNF instances. For instance, for a 
real-time analytics service the best chain may be 
composed of VNF instances placed in low-latency 
locations, while for an on-the-fly video decoding 
service the chain may comprise the currently less 
loaded VNF instances. A computed VNF chain is 
stored in the database to make it available global-
ly and cached locally to assign it to similar flows in 
the future. The distributed service-specific MANO 
modules monitor the traffic and the VNFs, and 
are synchronized with the federated global state 
and with the central MANO subsystem. There-
fore, they can reassign flows to different chains or 
recompute chains if required. 

Qualitative Analysis
Advantages

An NFV architecture leveraging on SDN compris-
es several benefits. First, there is flexible and rich 
control of the network thanks to the SDN control-
lers. Second, there is inherent support for traffic 
engineering and load balancing enabled by the 
SDN fabric. Furthermore, the decentralized NFV 
architecture that we propose presents a set of 
additional advantages.

Decentralization Boosts Scale-Out: Since 
the coordination required among the different 
parts of the architecture is relaxed, it is easier for 
these parts to scale out independently. This can 
be achieved for the architecture as a whole (e.g., 
adding more edge nodes) or for each component 
individually (e.g., adding more physical servers to 
an edge node cluster).

Flow Granularity Even at Large Networks: The 
optimized flow lookup allows for more flows to 
be handled per hardware switch and thus reduc-
es the cost of scaling out the edge nodes to 
allocate more traffic. In general, all architecture 
components are designed to keep flow granular-
ity despite the network size. Edge nodes process 
flows in parallel independently, VNFs keep only 
per-flow state, and the federated database uses a 
plain namespace with constant access time.

Better Per-Flow Decisions: The decisions on 
how to process a flow are taken close to the data 
plane devices carrying the flow itself. Therefore, 
more and richer per-flow information is available. 
The flow granularity processing and this detailed 
per-flow information enable complex per-flow 
decisions, something that is challenging to accom-
plish with traditional logically centralized architec-
tures.

VNF Outsourcing: The combination of an 
architecture that is VNF-agnostic and VNFs that 

are simple, light, and interoperable enables VNF 
outsourcing. The VNFs do not need to be spe-
cifically developed for the particular NFV system 
but rather can be developed by third parties 
and smoothly integrated with other VNFs. The 
architecture eases the development of such out-
sourced VNFs, since VNF vendors can leverage 
on the mechanisms offered by the infrastructure 
and thus avoid dealing with ISP networks’ scalabil-
ity or availability requirements. 

Challenges

Global State Query Latency and Extra Sin-
gling: Relaying on a global state database pres-
ents some challenges. First, the state retrieval 
imposes an inherent latency on the operation of 
edge nodes. Nevertheless, technologies already 
available should offer low enough query time. For 
instance, Cassandra queries take only a few milli-
seconds even under high loads [10], and an opti-
cal underlying transport induces latency on the 
order of microseconds [14]. Second, the depen-
dency on the global state may result in an over-
head of message exchanges. However, caching 
techniques at the edge nodes and careful design 
of service requirements may render this extra sig-
naling overhead negligible.

State Inconsistencies on the Decentralized 
System: The decentralized nature of the architec-
ture may introduce state inconsistencies. Howev-
er, the state update mechanisms in place make 
the state eventually converge. Furthermore, local 
controllers can adapt their control policies to face 
these temporary state divergences. As an exam-
ple, the edge node for a particular firewall VNF 
decides to migrate it to a less loaded location. 
As a consequence, this new location is published 
in the database and reported to edge nodes that 
previously retrieved the firewall’s location. While 
the update propagates through the system, the 
edge node at the old location will redirect incom-
ing packets addressed to the firewall toward the 
new location.

Lack of Control for the Underlay Network: 
The architecture uses the underlay network and 
has to rely on its correct operation. If that is not 
the case, the architecture has no control over it 
and is unable to fix the problem. However, ISP 
networks will likely have their own troubleshoot-

Figure 5. In-house software switch performance with millions of rules.
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ing and healing mechanisms, as assumed in [5]. 
Furthermore, in the case of a major connectivity 
problem, the enhanced SDN infrastructure may 
be able to transparently detour the traffic thanks 
to the identity-location split schema enforced.

Edge Node Implementation: The proposed 
service-based decentralization results in complex 
edge nodes that need to remain scalable. On one 
hand, each local MANO module is independent 
of the others, and its performance is not affected 
by the number or complexity of other modules. 
Therefore, scale-out requirements can be met 
with a cluster-friendly controller (e.g., OpenDay-
light.org) able to distribute the load. On the other 
hand, the hardware switch is agnostic to the ser-
vice complexity or its number since it only consid-
ers independent exact match rules. Thus, it can be 
scaled out across several hardware devices. 

The bottleneck of the system is the software 
switch. In this case, contrary to the rules allocat-
ed in the hardware switch, the rules required to 
support more services or more complex ones 
comprise wildcard fields, longest prefix match 
lookups, and different priorities (since these rules 
will likely overlap). This makes the complexity of 
flow classification at the software switch increase 
nonlinearly with respect to the complexity or 
number of services. However, the architecture 
needs a software switch capable of achieving the 
linear scalability required by the large number of 
flows expected, despite the flow heterogeneity 
and the nonlinear complexity faced in the flow 
classification. 

Software Switch Implementation
From the analysis earlier, we conclude that the 
scalability of the system will be capped out by the 
performance achieved by the software switch. To 
cope with the requirements of the ISP scenario, 
the software switch must be able to keep a high 
packet throughput despite the number of rules 
and the heterogeneity of the traffic.

We measured the performance of currently 
available software switches, particularly Open 
vSwitch (openvswitch.org), and we were able to 
achieve 11 million pps using Open vSwitch 2.3.1 
Data Plane Developer Kit (DPDK)-optimized 
(dpdk.org) on a single core with 100 OpenFlow 
rules and less than 100 traffic flows. This num-
ber is similar to the one reported in [15] and, to 
the best of our knowledge, this is due to caching 
lookup results for known flows effectively bypass-
ing the OpenFlow lookup tables. When we raised 
the number of flows to 500,000, a number closer 
to the ISP scenario, the performance dropped to 
300,000 pps. We also observed nonlinear scaling 
since an 8-core configuration only achieved 1.2 
million pps. The hardware used for these tests was 
similar to the one described later in this section.

To achieve ISP performance requirements we 
implemented our own in-house software switch, 
written in C and leveraging on DPDK. It is based 
on a multithreaded design where all threads have 
access to the rules from a common memory space. 
Each thread handles a subset of the flows distribut-
ed to it based on 5-tuple hashing performed by the 
network interface cards (NICs), using receive side 
scaling (RSS) technology with a queue per thread. 
The OpenFlow tables are presented as static tables, 
and updates are performed on a shadow copy 

of those tables. Periodically, the shadow copy is 
switched with the active table set and updated with 
the changes made on the shadow copy, and from 
there updates commence on the new shadow. The 
key to the high performance implementation is that 
for every packet, the relevant rules are fetched into 
cache memory just in time for lookup. By pipelin-
ing the rule prefetching (i.e. handling a few pack-
ets in parallel by each thread), the throughput is 
achieved by always effectively referencing rules 
that reside in the CPU cache (and not in off-chip 
memory). As a result, the performance is almost 
independent of the number of rules.

To measure the scalability of the proposed soft-
ware switch we performed the following bench-
mark. We ran the switch on an Intel-based server 
with dual Intel Xeon E5-2690 2.9GHz 8-core per 
socket CPU (i.e. 16 total cores) with 128 GB of 
RAM and a set of 16 interfaces of 10 Gb/s each. 
We populated the switch with rules ranged from 
100 to 100 million, and we generated traffic even-
ly distributed across all rules (i.e., the traffic was 
forged to hit all rules at the same rate). Figure 5 
shows the packets per second processed by the 
switch for different numbers of rules and packet 
sizes. In all cases the delay per packet was con-
stant and around 50 ms. The figure shows how 
the switch scales almost linearly and achieves the 
requirements of the architecture.

Conclusion
The architecture presented in this article address-
es the challenges of NFV for ISP networks via par-
tially decentralizing the MANO system. Contrary 
to most NFV proposals, the SDN controllers used 
by the MANO are collocated with their control-
ees and provisioned with local MANO modules. 
This enables faster local processing by means of 
reducing centralization. The architecture proposes 
a good trade-off of complexity, performance, and 
scalability by decentralizing some components 
while keeping a centralized state. 
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Abstract

BelWue is the Internet service provider for 
higher education and research institutions 
in Baden-Wuerttemberg, Germany. Recent-
ly, high-performance zones (HPZs) have been 
established on major university campuses and 
interconnected with a high-speed network for 
innovation and research (NeIF). This work pres-
ents the SDN-NeIF architecture, a resilient inte-
gration of the HPZs into the NeIF and the legacy 
infrastructure of BelWue and its connected uni-
versities, leveraging OpenFlow and BGP. The con-
cept is validated by a prototype, results from a 
field trial are provided, and additional benefits of 
using SDN are discussed.

Introduction
The Internet service provider (ISP) BelWue inter-
connects 45 higher education and research 
institutions in Baden-Wuerttemberg, Germany, 
including 9 university campuses, and altogeth-
er about 150 locations. There is a trend toward 
service centralization among the universities 
in Baden-Wuerttemberg, that is, some data- or 
computation-intensive services are offered only 
by single institutions and are available to others 
only via the BelWue network. Therefore, a net-
work for innovation and research (NeIF, Netzw-
erk fuer Innovation und Forschung) has recently 
been set up to interconnect the university cam-
puses through a flexible optical network with 100 
Gb/s wavelengths between neighboring sites, 
divided into 10  10 Gb/s bandwidths. It enables 
10 Gb/s point-to-point connections to provide 
low-latency services between any two campuses, 
but their overall number is limited by the switch-
ing matrices at each site. Therefore, a full optical 
mesh among all campuses is not feasible. As the 
existing campus infrastructure of universities is not 
ready to support these high data rates, and the 
optical network of BelWue is already on its way 
to be upgraded to multiple 100 Gb/s, so-called 
high-performance zones (HPZs) with high-perfor-
mance hosts (HPHs) are established and directly 
connected to the NeIF via OpenFlow-capable Eth-
ernet-based border switches (BSs).

The NeIF is already partly used to provide 
point-to-point connections for special demands to 
carry data-intensive traffic between university loca-

tions. In contrast, the HPZs are currently operated 
in isolation from the existing (legacy) infrastruc-
ture and can be interconnected through point-to-
point connections provided by the NeIF (Fig. 1). 
In this context, the project bwNET100G+ was set 
up among research groups and the computation 
centers at the Karlsruhe Institute of Technology, 
the University of Tuebingen, and the University of 
Ulm, under BelWue’s coordination. Its objective 
is to make networking within and among univer-
sities more flexible, leveraging novel networking 
technologies like OpenFlow, and to improve 
transport layer and security aspects to enable uni-
versity users to benefit from the increased band-
widths in the BelWue network.

The work presented in this article is an out-
come of the bwNET100G+ project. It suggests the 
software-defined networking (SDN)-NeIF architec-
ture, a resilient integration of the HPZs into the 
NeIF and the legacy infrastructure of BelWue and 
its connected universities. It uses OpenFlow tech-
nology and the Border Gateway Protocol (BGP) 
for that purpose, and does not require additional 
hardware, in particular no IP routers for the inter-
connection of different IP domains. The use of 
SDN is attractive because it makes networking 
more flexible and allows for improved security, 
traffic engineering, and more cost efficiency. This 
work can be seen as one part of the pre-plan-
ing for an evolution toward an SDN-enabled 
next-generation ISP platform of BelWue.

The rest of the article is structured as follows. We 
discuss similar activities connecting special zones 
within and among universities with high-speed net-
works. We present the conceptual integration of the 
HPZs into the NeIF and the existing infrastructure 
of BelWue and the universities leveraging Open-
Flow and BGP. We describe the implementation of 
a prototype and report results from a field trial. We 
discuss opportunities of the SDN-based HPZ inte-
gration. Finally, we conclude this work.

Related Work
We briefly review similar projects that facilitate 
high-speed communication for scientific appli-
cations within or between university campuses. 
Some of them leverage SDN technology.

McCahill [1] proposed, at an Internet2 tech-
nical meeting, a high-speed bypass around a 
university’s core network for special traffic (e.g., 
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scientific data). Departments are connected to the 
core network with SDN-capable switches. They 
are interconnected through dedicated high-speed 
links and decide which traffic to bypass over the 
high-speed network. The goal is to provide high 
bandwidth between different departments or dif-
ferent locations of the same university for scientifc 
data and to relieve the campus core network.

The ESnet Science DMZ [2, 3] defines high-
speed zones within universities that are separate 
from the campus network. Within a university, there 
may be multiple DMZs with high-performance 
equipment (e.g., computation and storage servers) 
and with special security policies and enforcement 
(e.g., for different projects). The DMZs are used 
for high-performance scientific applications. They 
are connected via the university’s border router 
to the campus network and the Internet. SDN 
technology is used for communication within and 
among the DMZs of a single university. High-speed 
connections at 100 Gb/s among the DMZs of a 
single university enable the use of the resources 
in different DMZs outside the campus network so 
that large data volumes do not need to be relayed 
through the campus network. There is no special 
high-speed network directly interconnecting the 
science DMZs of different universities.

SciPass [4] describes a security-enhanced sci-
ence DMZ. It uses an intrusion detection system 
(IDS) to classify traffic as trusted and untrusted. 
Trusted traffic is, for example, scientific data that 
is exchanged between different universities. Sci-
Pass uses OpenFlow switches as load balancers 
for IDS. After a flow is classified as trusted, the 
network is configured so that this flow can bypass 
firewalls and is routed around potential bottle-
necks. The goal of this approach is to facilitate the 
utilization of 100 Gb/s inter-campus connectivity.

Internet2 [5] is a network connecting U.S. 
education and research centers. It is based on an 
optical 100 Gb/s backbone and reaches from the 
U.S West Coast to the U.S. East Coast. The typi-
cal uplink of a location is 10 Gb/s. The network 
can be used, for example, to interconnect science 
DMZs at different locations. The more general 
goal of Internet2 is to provide a high-speed net-
work for collaborative applications, distributed 
research experiments, as well as for grid-based 
data computation and analytics.

Resilient SDN-Based 
Integration of HPZs

As illustrated in Fig. 1, the HPZs are connected 
to BSs that are interconnected through a flexible 
optical platform — the NeIF. So far, the HPZs are 
operated in isolation, and the NeIF is only used for 
point-to-point connections, but not for flexible inter-
connection of all HPZs. There is no connection to 
the production environment and the Internet.

In the following, we discuss requirements for 
the integration of HPZs into the NeIF and the 
legacy infrastructure. The integration is achieved 
through the BSs, which are equipped with appro-
priate forwarding rules. BGP is used to make the 
HPZs reachable from the campus networks and 
the Internet. Resilience mechanisms ensure that 
traffic is rerouted via the BelWue core network if 
the NeIF fails. Finally, we discuss required informa-
tion exchange between BelWue and universities.

Requirements

As the HPZs belong to different institutions, their 
equipment belongs to different IP number spac-
es, so the entirety of all HPZs cannot be oper-
ated as a single layer 2 network. Furthermore, 
the BSs of the HPZs must be managed only by 
BelWue, while the equipment within the HPZs 
is managed by the universities. The HPZs must 
be reachable from university campuses and the 
Internet, and the reachability information must 
be communicated in an automated way. The 
interconnection of the HPZs should require only 
a few optical links because the ability to establish 
optical point-to-point links in the NeIF should be 
retained for special applications. Therefore, only 
BSs between neighboring sites are connected 
through single-hop optical links, and BSs relay 
data among HPZs using packet switching. While 
university campuses are redundantly connect-
ed to the existing BelWue network via two bor-
der routers (BRs) and disjoint paths, which are 
omitted in Fig. 1, the NeIF currently exhibits a 
tree structure. Therefore, the resilience of the 
communication among HPZs against link failures 
should also benefit from their integration into the 
legacy BelWue network.

Interconnection of Border Switches

A /22 IPv4 and an IPv6 address space are 
reserved for the entirety of all HPZs, out of 
which each HPZ receives its own /24 prefix. As 
illustrated in Fig. 2, any HPZ is connected to the 
NeIF platform through an OpenFlow-capable BS, 
which is operated by BelWue and controlled by 
a BS controller (BSC) run by BelWue. The BS 
has 10 Gb/s interfaces and a direct link to the 
campus router (CR), which is typically located in 
the university’s data center. The BS should have 
a dedicated connection to the BR so that the BR 
and BS can exchange traffic without forwarding 
it through the campus network. The BS either 
directly connects devices within an HPZ or 
may talk to gateways that hide from the BS the 
remaining network structure within the HPZ. The 
BSs have an optical link toward the neighboring 
BSs in the NeIF. If a single 10 Gb/s channel does 
not suffice to carry the traffic between neighbor-
ing BSs in the NeIF, several 10 Gb/s channels 
may be bonded using the Link Aggregation Con-
trol Protocol (LACP).

Figure 1. The HPZs belong to the universities. BelWue interconnects them 
through a flexible, optical network (NeIF). The HPZs are currently operated 
in isolation from the production infrastructure.
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Forwarding Rules for the BS
The BS requires one static rule to reach its BSC via 
the BR. In addition, the BS needs rules to act as a 
gateway for the HPZ. For directly connected devic-
es, dynamically generated forwarding rules are used. 
The addition of these rules works as follows. A match 
rule for the /24 HPZ prefix is configured on the 
BS. It has low priority and triggers the export of the 
packet header to the BSC. The BSC sends an encap-
sulated Address Resolution Protocol (ARP) request 
to the BS, which then broadcasts this request to its 
neighbors and returns the result to the BSC. Then, 
the BSC installs a new forwarding rule with higher 
priority for the requested device on the BS. To avoid 
ARP requests being broadcast into other HPZs, an 
additional rule on the BS blocks all non-encapsulat-
ed ARP) requests received from the NeIF. If a gate-
way within the HPZ is connected to the BS, the BS 
requires a rule to forward traffic toward the prefix 
behind the gateway. This rule can be configured 
either statically or with the help of a routing protocol.

The BSC also installs appropriate forwarding 
rules for the IP prefixes of the other HPZs on 
the BS. Gateways and directly connected devic-
es have the BS configured as the default gate-
way, for example, by Dynamic Host Configuration 
Protocol (DHCP). Moreover, the CR and the BR 
see the BS as a potential next IP hop. However, 
if the BS forwards traffic to a neighboring BS in 
the NeIF, it does not change the source and des-
tination medium access control (MAC) address 
because packets are forwarded by the BSs only 
by their destination IP addresses. When forward-
ing traffic into the HPZ, to the CR, or to the BR, 
the BS sets appropriate MAC addresses.

HPZ Reachability via BGP
The reachability of the HPZ from the campus and 
the Internet is achieved through BGP. As the BS 
is only a switch, it cannot speak BGP itself and 
requires that the BSC act as proxy to maintain 
BGP connections with the BR and the CR.1 The 
BSC announces the reachability of the /22 prefix 
of the entirety of all HPZs and the /24 prefix of 

the local HPZ to the BR and CR with the BS being 
the next hop. The BR propagates this information 
further to the Internet and in particular to other 
BRs. The CR announces itself as the next hop for 
the university campus to the BSC and BR. There-
fore, the BSC installs a rule on the BS to forward 
traffic destined to the campus to the CR. The BR 
announces a default route to the CR and the BSC 
so that it becomes the next hop for the CR and 
the BS for traffic to the Internet.

Resilience Mechanisms

For resilience purposes, the university campus is 
connected via two CRs with identical IP addresses 
to the BR. The Virtual Router Redundancy Proto-
col (VRRP) [6] is used between them so that they 
act as one virtual router, which ensures connec-
tivity even if one of them fails. In a similar way, 
the university uplink is realized via two BRs with 
identical IP address over disjoint paths to the 
BelWue core network, and there is a full mesh 
interconnection among the two BRs and CRs. The 
figures omit this complexity for the sake of clarity. 
Because of this arrangement, any BR, CR, or path 
toward the BelWue core network may fail without 
compromising the uplink of a location. As a result, 
the connection between the BS and its BSC via 
the BR can be considered as highly reliable.

Within the NeIF, the BSs locally detect if a link 
fails between them and inform their BSCs about 
this event. In such a case, a BSC withdraws the 
/22 HPZ prefix via BGP to the CR and the BR. If 
the link failure is repaired, the BSC is notified and 
reannounces the /22 HPZ prefix. In case of a fail-
ure, the CR and the BR still forward traffic for the 
local HPZ to the BS, but they forward traffic for all 
other HPZs via the BR and the BelWue core net-
work to the BRs of the corresponding HPZs. Traf-
fic toward the local HPZ is rerouted by the other 
BS detecting the failure via its BR, the BelWue 
core network, the local BR, and the local BS. If 
that traffic originates in another HPZ, it loads the 
uplink of a location that is actually not involved in 
the communication. Therefore, we currently work 
on controller-to-controller communication so that 
the BSC can inform other BSCs whose BSs are no 
longer reachable through the NeIF to reconfig-
ure their BSs and to withdraw the /22 HPZ prefix 
to their BRs and CRs. As a result, affected traffic 
toward a local HPZ will be rerouted at its origin. 
We further work on controller resilience, which is 
not yet covered by our current prototype.

Information Exchange between 
BelWue and Universities

In the presented architecture, BelWue controls 
the BR, the BSs, the BSCs, the NeIF, and univer-
sities. Therefore, some information needs to be 
exchanged between BelWue and universities with 
attached HPZs.

Devices in the HPZ that are directly attached 
to the BS respond to ARP requests from the BS so 
that the BSC can dynamically configure appropri-
ate forwarding rules on the BS. Possibly, this can 
be simplified, e.g., by an automatic export of ARP 
mappings from a DHCP server within the HPZ 
to the BSC. Then, the BSC can install forwarding 
rules for all devices directly connected to the BS 
so that the above described mechanism is not 
needed to set up dynamic forwarding rules.

1 This functionality is already 
supported by many con-
trollers, but they can act 
as proxy only for a single 
node. Therefore, our design 
requires a separate BSC for 
every BS.

Figure 2. An OpenFlow-capable border switch attaches an HPZ to the campus 
network, the legacy BelWue infrastructure, and other HPZs over a network 
of OpenFlow switches.
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The BS needs to be configured with the prefix-
es that are reachable through attached gateways 
in the HPZ. The university may communicate this 
information to BelWue so that the BSC can install 
appropriate forwarding rules on the BS. As an 
alternative, the attached gateways may commu-
nicate this information through routing protocols 
via the BS to the BSC in an automated way.

The presented integration makes only a few 
assumptions about the connection of campus 
networks and HPZs to BelWue’s infrastructure, 
which are generally met. The only change to the 
existing campus network is the addition of one 
BGP neighbor to the CR. All other changes are 
restricted to the BelWue infrastructure.

Prototype Implementation
We first implemented the concept for the HPZ 
integration on Mininet and in a local testbed [7]. 
Then we implemented a prototype on the target 
platform. As the BelWue and campus networks are 
production environments, they must not be used for 
experiments. Therefore, we use only the NeIF and 
the BSs as physical components and virtualize most 
other components of the architecture — BRs, cam-
pus hosts (CHs), high-performance hosts (HPHs) 
in the HPZ, and an Internet host (IH)) — as virtual 
machines (VMs) on servers. Thereby, the prototype 
can run on the target platform while being isolated 
from the production infrastructure. In the follow-
ing, we explain the mapping of physical and virtual 
components to experimental hardware and briefly 
describe the virtualization platform.

Prototype Design

The HPZs are currently equipped with test racks. 
They contain the access to the NeIF, a manage-
ment VPN, a management switch, an HP Pro-
Curve 3500 switch with 1 Gb/s interfaces, an HP 
ProCurve 5406 switch compatible to OpenFlow 
version 1.3 with 10 Gb/s interfaces, and 5 servers 
with 10 Gb/s interfaces. We utilize the testbed 
equipment of the HPZs in Tuebingen and Ulm. 
Access to this equipment is realized via VPN to 
the management switch, which has direct links to 
an additional network interface of the equipment. 
This has the advantage that management traffic 
does not influence the experiments in the testbed, 
and access to the components is possible even in 
case of an error or misconfiguration.

The prototype is illustrated in Fig. 3, which 
omits the management network. It represents 
three different sites, each consisting of a virtual-
ized campus network and an HPZ that are inter-
connected via BSs through the real NeIF. The 
entities in the figure have site-specific colors. The 
two HP 5406 switches are subdivided into two 
and three partitions, respectively. Three parti-
tions are used for the BSs and another two for 
the Internet connection between the three sites. 
BS1 is connected via the NeIF to BS2, and BS2 
is connected via the NeIF to BS3. This is the cen-
tral part of the prototype, which runs on physical 
machines. One HPH per HPZ is implemented as 
a VM on a dedicated server and connected to 
the corresponding BS. The BR and CR also run as 
VMs on a different server and also have a direct 
link to the BS. Some servers host serveral VMs 
but have only a single port. Therefore, traffic from 
the VMs is carried in different VLANs as a trunk 

between the servers and the HP 3500 switch. The 
HP 3500 switch connects the CR to the CH and 
the BR, it interconnects the BS with the BR, and 
it facilitates communication between the BR and 
the corresponding BSC, as well as among BR1, 
BR3, and the IH. The virtualized BRs and CRs are 
based on Quagga, and the BSC leverages the Ryu 
platform. All IP addresses are statically configured, 
so a DHCP server is not needed, and debugging 
is simplified. IP addresses are also directly config-
ured on BSCs, so host discovery is not needed.

Server Virtualization Platform

The servers are equipped with two Intel Xeon E5 
processors, 128 GB RAM, three SSDs that are 
assembled to a RAID5, and two Intel 10 Gb/s net-
work interface cards (NICs), one for management 
purposes and one for experiments. Each server 
can host several VMs. As virtualization platform we 
use KVM as hypervisor in conjunction with qemu. 
All VMs and hosts run Ubuntu Linux as the oper-
ating system with some basic tools for debugging 
and performance analysis. In [7] we describe how 
the virtualization techniques are used to build a 
local testbed for SDN-NeIF. The virtualization con-
cept for the prototype is almost the same. The HP 
ProCurve 3500 series switches de-/multiplex the 
VLANs of different VMs of a server to/from differ-
ent physical switch ports. As a result, the BS and 
the CR are connected only with untagged VLAN. 
This is even more realistic because components 
connect the BSs on dedicated switch ports. Fur-
thermore, the BS is not required to handle VLANs, 
which keeps the BSC simple.

Field Trial
The prototype in Fig. 3 corresponds to the logical 
experiment setup in Fig. 4. This field trial involves 
the real NeIF and and physical BSs, while all other 

Figure 3. Mapping of physical and virtualized network nodes to experimental 
hardware.
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network entities are virtualized substitutes for 
production nodes. We performed basic connec-
tivity tests, measured TCP throughput between 
selected nodes, and checked failover behavior for 
selected link failures. Additional tests are ongoing.

Basic Connectivity Tests

We used the ping and traceroute utilities for 
reachability tests. We verified that:
•	 CH1 reaches IH via CR1 and BR1.
•	 CH1 reaches HPH1 via CR1 and BS1.
•	 CH1 reaches HPH3 via CR1, BS1, the NeIF, 

and BS3.
•	 CH1 reaches CH3 via CR1, BR1, BR3, and CR3.
•	 HPH1 reaches CH1 via BS1 and CR1.
•	 HPH1 reaches IH via BS1 and BR1.
•	 HPH1 reaches CH3 via BS1, BR1, BR3, and 

CR3.
•	 HPH1 reaches HPH3 via BS1, the NeIF, and BS3.
A local round-trip time between HPH1 and CH1 
takes 0.2 ms, a round-trip time over a single NeIF 
link from HPH1 to HPH2 takes 2.1 ms, and a 
round-trip time over two NeIF links from HPH1 to 
HPH3 takes 4.05 ms.

Throughput Tests

We measured throughput from a single TCP 
connection between selected nodes using iperf. 
HPH1 and HPH3 are connected in the pro-
totype through a path with 10 Gb/s links, and 
we observed a throughput between them of 9.4 
Gb/s. HPH1 and CH1 are connected through a 
path with a 1 Gb/s bottleneck link, and we mea-
sured a traffic rate of up to 960 Mb/s between 
them. As the traffic between CH1 and CH3 is for-
warded via BR1 and BR3, it traverses twice the 1 
Gb/s links between the server and the HP3500 
switch in the prototype. Therefore, we could only 
achieve a traffic rate of 480 Mb/s. Thus, we could 
leverage almost the entire link capacity with only 
a single TCP connection. Thus, the implementa-
tion of the prototype is rather efficient.

Failover Tests

We validated the rerouting for link failures in the 
NeIF using the ping and traceroute utility. If the link 
between BS1 and BS2 fails, traffic from HPH2 to 
HPH1 is rerouted by BS2 via BR2 and BR1, to BS1 
and HPH1. Thus, the legacy uplink of the originating 
location protects the failure. Traffic from HPH3 to 

HPH1 is first forwarded via BS3 to BS2, which then 
also reroutes it via BR2 and BR1, to BS1 and HPH1. 
Hence, the legacy uplink of an intermediate location 
protects against the failure. As mentioned before, 
this may be avoided through controller-to-controller 
communication. If the link failure is repaired, the 
normal forwarding behavior is restored.

The described recovery process requires that 
the failure-detecting BS notifies its BSC, which 
then sends a withdraw to the BR and the CR for 
the /22 prefix. This approach is only slightly slow-
er compared to the use of a BGP router instead 
of the BS because the BGP router can immediate-
ly withdraw the /22 prefix after failure detection.

Opportunities of  
SDN-Based HPZ Integration

The proposed integration of HPZs is simple, cost-ef-
ficient, and resilient. Apart from that, the SDN-
based architecture easily allows campus-to-campus 
traffic to be carried over the NeIF, facilitates 
improved security and traffic engineering, and 
offers perspective on alternative redundant uplinks. 
Moreover, it can be incrementally deployed, which 
may be an important step toward a cost-efficient 
SDN-based wide area network (WAN). We discuss 
these issues in the following.

Carrying Campus-to-Campus Traffic over the NeIF
The NeIF offers very high transmission capacities 
that could be leveraged to carry campus-to-cam-
pus traffic within the BelWue at a speed of up to 
100 Gb/s. This may facilitate the usage of central-
ized data-intensive services provided by particu-
lar university computation centers. Examples are 
storage and computation clusters. Carrying cam-
pus-to-campus traffic requires only reconfiguration 
of the BS through the BSC to send traffic destined 
to other university campuses through the NeIF and 
to announce the other campuses via BGP to the 
CR. As the number of university campuses with-
in the BelWue is low, configuring the additional 
required forwarding rules on the BS is feasible.

Improved Security

The use of SDN technology offers flexibility that 
may be used for improved security in high-speed 
networks. Currently, we work on OpenFlow-as-
sisted firewall bypassing for selected traffic in 
high-speed networks and on security concepts 
for the use of resources in remote HPZs. SciPass 
[4] leveraged OpenFlow switches to automatical-
ly detect scientific data flows that may be safely 
bypassed around IDS systems. This concept may 
be reused by bwNET100G+.

Improved Traffic Engineering

With SDN, more flexible traffic management can 
be supported than with conventional routing. This 
feature can be leveraged if the CR forwards all 
outbound traffic to the BS. The BS may be config-
ured by its BSC to forward to the NeIF only traffic 
from certain applications, or traffic between cer-
tain departments or project groups. It is also pos-
sible to carry only selected flows (e.g., elephant 
flows) through the NeIF, while all other flows use 
the legacy BelWue network via the BR. Howev-
er, per-flow forwarding may require significantly 
more forwarding rules on the BS.

Figure 4. Logical structure of the prototype in Fig. 3.
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Large data transfers between remote HPZs 
may be automatically scheduled to transmit them 
at high data rates and to avoid impact on other 
traffic during busy hours. Such an approach has 
already been taken by Google [8].

Traffic from the HPZ forwarded via the BR 
into the legacy BelWue network may overload 
the existing infrastructure and cause quality of 
service (QoS) degradation for traffic from the 
campus network. To avoid that, rate limiting on 
the link from the BS to the BR may be applied. 
This feature is available from OpenFlow version 
1.3 onward. Such rate limitations may be applied 
possibly only to traffic from other universities that 
may emerge in case of failures and rerouting.

Alternative Redundant Uplink

A university campus typically has a redundant 
uplink. To that end, it is connected with two BRs 
and two physically disjoint paths to the legacy 
BelWue network. With the help of the BS and the 
NeIF, it is possible to provide a redundant uplink 
with only one BR and the BS at every location. 
To that end, the CR should forward all traffic to 
the BS, and the BS forwards desired traffic to the 
BR. If the BR or the uplink fails, the BSCs need 
to be notified in some way and reconfigure BRs 
through iBGP and the BSs such that the affected 
traffic is carried through the NeIF. Possibly, the 
traffic can be load-balanced. Requiring only one 
BR at each location saves operational costs and 
acquisition costs if a BR has to be replaced.

Cost-Efficient SDN-Based WAN
There is always a run in upgrading to the next mag-
nitude of bandwidth. An IP router usually needs to 
be replaced as a whole. This is costly in an envi-
ronment like the BelWue with many sites but only 
a few institutions per site. Therefore, it is attractive 
to use the available high bandwidth on the optical 
layer in a clever way while saving expenses for high-
cost devices. An SDN-based WAN is a vision for 
the future, but is difficult to achieve in practice. ISPs 
are rather reluctant to introduce SDN technology 
in their networks because they must ensure stable 
operation. Their administrators require some time 
to get familiar with the new control paradigm and 
develop appropriate debugging tools. The present-
ed approach can be incrementally deployed. First, 
HPZs may be just interconnected via the NeIF. Then 
communication with the Internet may be facilitat-
ed. Later, resilience may be added. Afterward, the 
discussed advanced features may be introduced. 
Incremental deployment offers the possibility to inte-
grate a test network with initially non-critical appli-
cations, and use it for production purposes only if 
sufficient test and operation experience has been 
gained. Thus, the presented concept simplifies the 
move toward an SDN-based WAN.

Conclusion
The ISP BelWue interconnects university cam-
puses via a legacy network and their high-per-
formance zones (HPZs) through a high-speed 
optical network, the NeIF. We present a resilient, 
OpenFlow-based integration of the HPZs into the 
NeIF, other existing BelWue infrastructure, and 
the university campus networks. The proposed 
SDN-NeIF architecture interconnects different IP 
domains using OpenFlow switches at a speed of 

multiple 10 Gb/s. It is designed such that it can 
be fully controlled by BelWue but gives enough 
flexibility to cooperating universities. SDN-NeIF is 
scalable and resilient against failures in the NeIF 
network with a rerouting speed similar to a pure 
BGP-based solution. Furthermore, it facilitates 
improved security and traffic engineering, simpli-
fies a redundant uplink for attached universities, 
and can be incrementally deployed. The latter is 
important for the move toward an SDN-based 
WAN, which is attractive for cost efficiency. The 
implementation of a prototype and the reported 
field trial are first steps in that direction.
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Abstract

Software-defined networking is moving from 
its initial deployment in small-scale data center 
networks to large-scale carrier-grade networks. 
In such environments, high availability and scal-
ability are two of the most prominent issues, and 
thus extensive work is ongoing. In this article, we 
first review the state of the art on high availabil-
ity and scalability issues in SDN and investigate 
relevant open source activities. In particular, two 
well-known open source projects, OpenDaylight 
(ODL) and Open Network Operating System 
(ONOS), are analyzed in terms of high availabil-
ity (i.e., network state database replication/syn-
chronization and controller failover mechanisms) 
and scalability (i.e., network state database parti-
tion/distribution and controller assignment mech-
anisms) issues. We also present experimental 
results on the flow rule installation/read through-
put and the failover time upon a controller failure 
in ONOS and ODL, and identify open research 
challenges.

Introduction
Software-defined networking (SDN) is an emerg-
ing paradigm that can overcome the limitations in 
the current network infrastructure. The key idea of 
SDN is to separate the network control logic from 
the underlying devices that forward the traffic, 
and to provide the ability to program the network 
by means of a logically centralized controller [1]. 
The centralized SDN controller can easily obtain 
a global network view, and the performance of a 
network service can be optimized based on the 
global network view. Therefore, SDN brings many 
benefits such as efficient control of network traf-
fic, reduced management cost, and rapid service 
deployment.

The initial concept of SDN was introduced 
by the Security Architecture for Enterprise Net-
work (SANE) project [2] of the National Science 
Foundation (NSF) of the United States in which all 
routing and access control decisions within enter-
prise networks are made by a logically centralized 
server. As a practical instantiation of the SANE 
project, the Ethane project [3] was introduced 
and designed a more practical network control-

ler. Based on the success of the Ethane project, 
a well-known southbound protocol, OpenFlow 
[4], for communications between the centralized 
controller and networking devices was devised. 
In 2011, for more systematic specification, devel-
opment, and commercialization for OpenFlow, 
the Open Networking Foundation (ONF) was 
launched. Until today, various standardization 
organizations such as the Internet Engineering 
Task Force (IETF), Internet Research Task Force 
(IRTF), and International Telecommunication 
Union Telecommunication Standardization Sector 
(ITU-T) are working on the standardization related 
to SDN technologies.

While SDN was mostly targeted at data center 
networks or campus networks in its initial phase, 
SDN technologies are evolving toward SDN 2.0, 
which is targeted at carrier-grade networks or ser-
vice providers’ networks. Given the mission-critical 
and large-scale nature of carrier-grade networks, 
the control plane of SDN should be designed in a 
highly available and scalable manner. In this con-
text, constructing the control plane with a single 
SDN controller can cause the following problems:
•	 A single SDN controller can become a single 

point of failure.
•	 The size of networks that can be handled by 

a single SDN controller is limited.
Therefore, more than one SDN controllers should 
be managed as a cluster, and network services/
data provided by a single controller should be 
replicated across the cluster for high availability 
(HA). At the same time, for high scalability (HS), 
workloads should be fairly distributed across the 
cluster. To address these HA and HS issues, sev-
eral works have been conducted in the literature, 
and open source communities are very active in 
developing highly available and scalable SDN 
controllers.

In this article, we first review the state of the 
art on HA/HS issues in SDN and survey rel-
evant open source activities. In particular, two 
well-known open source projects, OpenDay-
light (ODL) and Open Network Operating Sys-
tem (ONOS), are analyzed in terms of the HA/
HS issues. We also carried out an experimental 
study for ONOS and ODL to show the flow rule 
installation/read throughput depending on the 
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cluster size and the failover time upon a controller 
failure.

The remainder of this article is organized as 
follows. In the next section, key issues for high 
availability and scalability in SDN are identified, 
and relevant works are summarized. After that, 
how to address those issues in ODL and ONOS 
are discussed, and experimental results on their 
performance are given. Finally, this article con-
cludes with open challenges.

High Availability and 
Scalability Issues in SDN

As mentioned before, in order to construct a high-
ly available and scalable control plane, multiple 
SDN controllers should be managed as a clus-
ter. Figure 1 shows a general clustering architec-
ture with three synchronized SDN controllers. An 
identical set of network services (e.g., forwarding 
service, network access control, etc.) are running 
in the controllers while their network states are 
stored in the distributed network state database 
(NSDB).

In Fig. 1, database partition/distribution and 
replication/synchronization techniques are 
deployed to the NSDB, which are well-known 
techniques for high scalability and availability, 
respectively, in a distributed database. In order to 
distribute data access load among controllers, the 
NSDB is logically partitioned into three partitions 
(i.e., P1, P2, P3), while replicas of partitions are 
fairly distributed across the cluster. Also, to cope 
with a controller failure, each partition is replicat-
ed into two replicas, and synchronization among 
the replicas is supported to maintain consistency.

Meanwhile, a master/slave model is lever-
aged for controller-to-device connections. That 
is, a device in the data plane establishes multiple 
connections toward controllers (i.e., master/slave 
connections) where a controller who has a mas-
ter connection of the device is only permitted to 
control the device. Upon a controller failure, one 
of the slave connections becomes a new master 
connection. Also, for load balancing, each con-

troller is assigned a subset of master connections 
of devices.

In such environments, four technical issues on 
high availability and scalability can be identified: 
1. How to partition the NSDB and distribute 

replicas of NSDB partitions
2. How to replicate NSDB partitions in a con-

sistent manner
3. How to recover master connections from a 

controller failure
4. How to assign master/slave connections for 

devices
Note that 1 and 4 are related to HS, while 2 and 
3 are related to HA. In the following, we elabo-
rate on each issue and summarize existing works 
related to the corresponding issue.

Network State Database Partition

By a partitioning strategy, the NSDB is divided 
into multiple partitions. Each NSDB partition can 
have multiple replicas for high availability, and 
replicas are distributed across multiple controllers 
for high scalability. As partitioning and distribution 
strategies can affect scalability, it should be care-
fully designed.

Özsu et al. [5] presented three basic partition-
ing strategies in the relational database: round-rob-
in, hash, and range partitioning. In round-robin 
partitioning, with n partitions, the ith tuple in inser-
tion order is assigned to partition k = (i mod n). 
Hash partitioning applies a hash function to some 
attributes that yield the partition number. Range 
partitioning distributes tuples based on the value 
intervals of some attributes. Also, Özsu et al. [5] 
introduced a general fragment distribution model, 
which minimizes the total cost of query process-
ing and storage on each site under the constraints 
of query response time and storage/query pro-
cessing capacities of sites.

Krishnamurthy et al. [6] investigated the 
dependency between the application state par-
tition and the devices. They derived the optimal 
assignment of switches and state partitions to dis-
tributed controllers that minimizes inter-controller 
communications.

By a partitioning strate-
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have multiple replicas 

for high availability, and 
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Figure 1. A general clustering architecture with three synchronized SDN controllers.
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Network State Database Synchronization

In a database field, synchronization strategies are 
used to provide consistency between replicas and 
can be classified into two types:
1. Synchronization strategy with strong consis-

tency, which guarantees all replicas to return 
the same value when queried with an object

2. Synchronization strategy with eventual con-
sistency, which guarantees that if no new 
updates are made to the object, eventually 
all accesses return the last updated value [5]

Meanwhile, strong consistency can only be 
achieved at the cost of additional latency, and dif-
ferent degrees of consistency can be considered. 
Thus, the synchronization strategy among replicas 
should be carefully designed.

Ongaro et al. [7] proposed a synchroniza-
tion strategy with strong consistency, called the 
Raft consensus algorithm, in which all read/write 
requests can only be handled by a unique leader 
replica elected from among candidate replicas, 
and the read/write requests on any replicas are 
forwarded to the leader to be processed. For pro-
cessing of write requests, the agreement among 
the replicas is mandatory to guarantee strong con-
sistency. Also, in order to ensure that the lead-
er replica is alive, the leader replica periodically 
sends Raft heart-beat messages to the follower 
replicas. If one of the follower replicas does not 
receive any response from the leader replica for 
a pre-defined election timeout, it requests a new 
leader election, and the replica with the most 
votes is elected as a new leader replica.

Botelho et al. [8] proposed a novel SDN 
architecture that focuses on highly available and 
strongly consistent data storage by using state-
of-the-art consistent replication techniques. 
Botelho et al. [9] also developed a fault-tolerant 
controller architecture with a data store based on 
a replicated state machine and a lease manage-
ment algorithm selecting a master controller for 
fault-tolerant SDNs.

Controller Failover

In OpenFlow 1.2 or higher, multiple controllers 
for a single device are allowed for reliability, and 
a device maintains one of the following roles for 
each controller: equal, slave, and master. A device 
sends all OpenFlow asynchronous messages to its 
master controller and accepts OpenFlow control-
ler-to-switch messages from its master controller. 
On the other hand, a device does not send any 
asynchronous messages to its slave controller and 
allows read-only access for it. Similar to the mas-
ter controller, the equal controller has full access 
to the device.

The master/slave connection management is 
responsible for assigning new master controllers 
for orphan devices (i.e., devices that have lost 
their connections with their master controllers) 
while satisfying the constraint of at most one mas-
ter controller. By providing such a mechanism, 
the number of dropped asynchronous messages 
from the orphan devices can be minimized.

Obadia et al. [10] proposed two controller 
failover strategies in which active neighbor con-
trollers take over the control of orphan OpenFlow 
switches:
1.	A Greedy strategy where neighbor control-

lers take over orphan switches from which 
they can receive messages

2.	A pre-partitioning approach where neighbor 
controllers proactively exchange information 
with each other on which switches to take 
over upon a controller failure

Controller Assignment

Master/slave connection management is respon-
sible for coordination of master connections of 
devices. In a large-scale network consisting of a 
number of devices, if only a few controllers act 
as masters, the controllers might be overloaded, 
resulting in performance degradation. Therefore, 
the master controller should be carefully assigned 
for each device so that the load from the devices 
can be fairly distributed.

Dixit et al. [11] revealed that a static mapping 
between a network device and a controller can 
result in lack of dynamic load adaptation capabili-
ty and proposed a switch migration protocol that 
can dynamically expand or shrink the controller 
pool depending on the traffic condition.

Open Source Approach for 
High Availability and Scalability: 

ONOS vs. ODL
The development of SDN controllers is led by 
open source communities such as ONOS and 
ODL, and high availability and scalability are two 
important issues in ONOS and ODL. In this sec-
tion, we briefly introduce ONOS and ODL, and 
explain how to address the aforementioned issues 
in ONOS and ODL. Key comparison results are 
summarized in Table 1.

High Availability and Scalability in ONOS
Figure 2 shows an ONOS clustering architec-
ture that consists of an identical set of network 
services running in each ONOS instance (only 
shown for ONOS1 for simplicity) and a middle-
ware component, called Distributed Core, that 

Table 1. High availability and scalability approaches in ONOS and ODL.
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manages distributed operations across the cluster 
and provides two types of NSDBs with different 
partitioning and synchronization strategies:
1) EventuallyConsistentMap
2) ConsistentMap
Each network service implements its own data 
storage called Store by means of the two types 
of NSDBs and accordingly can be classified by 
which type of NSDB it uses. As shown in Fig. 2, 
topology and flow rule services are based on 
EventuallyConsistentMap, while mastership and 
intent services are based on ConsistentMap. Also, 
ONOS allows each  device to have multiple con-
nections to multiple ONOS controllers, and the 
master/slave connection management is provided 
for load balancing and controller failover.

In order to detect a controller failure, ONOS 
leverages a -accrual failure detector [12] where 
controllers exchange heartbeat messages period-
ically to keep track of the suspicion level of fail-
ure  for each controller. Each ONOS controller 
calculates the values of  for other controllers 
as  = –log10(1 – F(t)) where F(t) is the cumula-
tive distribution function of a normal distribution 
with mean and standard deviation estimated from 
historical heartbeat inter-arrival times t. If a value 
of  for an ONOS controller is greater than a 
pre-defined threshold F, the controller is consid-
ered as failed.

Network State Database Partition: Eventual-
lyConsistentMap is partitioned into S partitions 
where S denotes the number of network ser-
vices, and each partition contains data of each 
network service (i.e., Store). As shown in Fig. 2, 
PTopology and PFlowRule contain data of topology 
and flow rule services, respectively. Meanwhile, 
all partitions of EventuallyConsistentMap are fully 
replicated into all controller instances joining the 
cluster.

On the other hand, ConsistentMap is parti-

tioned into n partitions where n is configurable by 
the administrator and set to the number of con-
trollers in the cluster by default. Data to be con-
tained in each partition is determined by a hash 
value of each ConsistentMap entry’s key where 
the hash range is [1, N]. For example, in Fig. 2, P1 
contains ConsistentMap entries whose hash val-
ues are 1. For ConsistentMap, each partition has 
R replicas where R is a configurable parameter, 
and each replica is assigned to the controller that 
has the least number of replicas. Figure 2 shows a 
case when R = 3.

Network State Database Synchronization: For 
EventuallyConsistentMap, replicas of each par-
tition are synchronized based on the anti-entro-
py protocol [14]; it provides weaker consistency 
guarantee in return for superior read/write per-
formance. All replicas of a partition of Eventual-
lyConsistentMap can handle read/write requests. 
Specifically, read requests are handled only by 
the local replica, whereas write requests are han-
dled by the local replica first and the updates are 
subsequently propagated to other replicas. In 
order to resolve write conflict and ensure replica 
convergence, upon receiving an update event 
for an EventuallyConsistentMap entry, a repli-
ca assigns the logical timestamp to the update. 
Then the update is committed into the Eventual-
lyConsistentMap entry and, in parallel, broadcast-
ed along with the timestamp to other replicas. 
Upon receiving the broadcasted update event, 
each replica checks if it has a more recent update 
for the entry. If the received timestamp is older, 
it discards the update. Otherwise, the update is 
committed into its EventuallyConsistentMap entry. 
By doing so, the system state across all replicas 
eventually converges to the correct state.

Also, in order to promptly synchronize a repli-
ca of a newly joining or restarted controller, at 
fixed intervals, each replica randomly selects 

Figure 2. An example of NSDB partitioning/synchronization in ONOS.
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another replica, and they both synchronize their 
states. If one replica is aware of more recent 
EventuallyConsistentMap entries that the another 
replica does not have, they exchange the entries. 
For example, in Fig. 2, consider that a topology 
service running in ONOS3 received a topology 
update event from S6 and issued a write request 
to the topology state. The write request is commit-
ted into the local replica (i.e., PTopology in ONOS3) 
immediately and, in parallel, propagated to other 
replicas. Meanwhile, before the write request is 
committed into PTopology in ONOS1 and ONOS2, 
read requests to PTopology in ONOS1 and ONOS2 
may observe stale topology state.

For ConsistentMap, replicas of each partition 
are synchronized based on the Raft protocol [7], 
which provides strong consistency at the cost of 
inferior read/write performance. For example, in 
Fig. 2, consider that an intent service running in 
ONOS1 has issued a write request to the Con-
sistentMap entry contained in P3. Since the local 
replica is a follower (i.e., P3(F) in ONOS1), the 
request cannot be handled locally and should 
be forwarded to the leader replica (i.e., P3(L) 
in ONOS3). Then, after obtaining agreements 
among the replicas, the leader replica commits 
the write request.

Controller Failover: Upon an ONOS control-
ler failure, other ONOS controllers in the clus-
ter detect the failure by the failure detector, and 
re-assign a new master controller for orphan 
devices. The newly elected master controller for 
each device sends a role request message to the 
device to set its role to the device as master, and 
if successful, it receives a role reply message from 
the device. As a result, all the orphan devices can 
recover their master connections.

Controller Assignment: When a new device is 
connected to multiple ONOS controllers, its mas-
ter controller is set to the controller that has the 
smallest number of master connections. By doing 
so, the number of devices that each controller 
serves as the master becomes balanced.

High Availability and Scalability in ODL
Figure 3 shows an ODL clustering architecture 
that consists of an identical set of network ser-
vices running in each ODL instance (only shown 
for ODL1 for simplicity) and a middleware 
component, called the model driven-service 
abstraction layer (i.e., MD-SAL), that manag-
es distributed operations across the cluster and 
provides an NSDB called DistributedDataStore. 
Different from ONOS, each network service in 
ODL models its data as a form of the YANG 
module [13] where YANG is a data modeling lan-
guage. Based on the YANG modules, Distributed-
DataStore is constructed to store data of network 
services. Also, similar to ONOS, ODL provides 
the master/slave connection management and 
uses a -accrual failure detector.

Network State Database Partition: In ODL, 
the administrator partitions DistributedDataStore 
into several partitions and selects which YANG 
module is to be contained in the partitions. There 
is one special partition called Default Shard, 
which contains all data except the data defined by 
the selected YANG modules by the administrator. 
As shown in Fig. 3, YANG modules of topology 
and flow rules can be selected by the administra-
tor, and DistributedDataStore can be partitioned 
into three partitions accordingly. Each partition is 
replicated into R replicas where R is configurable 
by the administrator. Figure 3 shows a case when 
R = 3. Similar to ONOS, each replica is assigned 
to the controller with the least number of replicas.

Network State Database Synchronization: As 
in ConsistentMap in ONOS, ODL uses the Raft 
protocol [7] for synchronization between replicas 
of a partition. Different from ONOS, all network 
services in ODL are provided with the Raft proto-
col for synchronization between their replicas. For 
example, in Fig. 3, consider that a topology ser-
vice running in ODL3 received a topology update 
event from S6 and issued a write request to the 
topology state. Since the	 local replica is a follower 
(i.e., PTopology(F) in ODL3), the request cannot 

Figure 3. An example of NSDB partitioning/synchronization in ODL.
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be handled locally and thus should be forwarded 
to the leader replica (i.e., PTopology(L) in ODL1); 
upon obtaining agreements among replicas, the 
leader replica commits the write request. There-
fore, although the consistency between topology 
state replicas is guaranteed all the time in ODL, 
read/write performances can be degraded.

Controller Failover and Controller Assign-
ment: The controller failover and controller 
assignment mechanisms in ODL are similar to 
those of ONOS; therefore, we have omitted the 
corresponding descriptions.

Experimental Results
For comparative study, we evaluate the per-
formance of ONOS and ODL in terms of flow 
rule installation/read throughput and controller 
failover time. We run each ODL controller in 6 
GB RAM and a 2 CPU core virtual machine (VM) 
with Ubuntu 14.04.2 LTS and each ONOS con-
troller in 6 GB RAM and a 2 CPU core VM with 
CentOS 6.7, respectively. In terms of version of 
ODL and ONOS, we use ODL lithium-SR3 dis-
tribution and ONOS-1.4 (Emu) distribution. Each 
experiment is repeatedly carried out to obtain reli-
able sample values, and the results are obtained 
by averaging the sample values.

To evaluate the flow rule installation through-
put, we run C ONOS/ODL controllers, assign 
one ONOS/ODL controller as a master control-
ler of nine devices, and install 500 flow rules per 
device through the master controller. Also, the 
partition that contains the flow rule state is fully 
replicated into all controllers in ONOS/ODL. For 
ODL, flow rules are generated, contained in HTTP 
POST messages, and then transmitted through the 
northbound REST application programming inter-
face (API) of the master controller to add/delete 
the bulk of the flow rules into the Inventory Shard 
that contains flow rules. After that, the Open-
Flow controller service in ODL is notified of the 
data change in Inventory Shard and installs the 
flow rules to OpenFlow switches. On the other 
hand, a flow rule installation request tool is used 
in ONOS.1 Specifically, the tool requests instal-
lation of flow rules to the flow rule throughput 
test application running in the master controller. 

After that, the test application creates flow rules 
randomly and writes the flow rules into the local 
FlowRule Store, which is based on the Eventu-
allyConsistentMap. As a sequel, the OpenFlow 
controller service in ONOS installs the flow rules 
to OpenFlow switches. Since the flow rule installa-
tion procedures of ONOS and ODL are different 
from each other, flow rule installation throughput 
values of ONOS and ODL are not directly com-
parable. Therefore, we consider the normalized 
flow rule installation throughput for ONOS and 
ODL where the flow rule installation throughput 
values of ONOS and ODL are normalized by the 
flow rule installation throughput values when C is 
1 for ONOS and ODL, respectively.2

Figure 4a shows the normalized flow rule 
installation  throughput depending on the num-
ber of controllers in the cluster, C. For ONOS, it 
can be seen that the throughput is rarely affected 
by C. This is because since all replicas can han-
dle read/write requests,  upon receiving flow rule 
installation requests, the master controller updates 
its local replica first. On the contrary, in ODL, two 
different results are obtained when:
1. The master controller contains a leader repli-

ca.
2. The master controller contains a follower 

replica.
For case 1, agreement among the follower repli-
cas is mandatory before committing the flow rules 
into the leader replica. Consequently, the laten-
cy for committing flow rules increases and the 
throughput decreases with the increase of C. Also, 
in case 2, degraded throughput is observed as C 
increases due to the increased commitment laten-
cy. Moreover, case 2 shows drastically reduced 
throughput compared to case 1. In case 2, when 
the master controller receives flow rule installation 
requests, it forwards the requests to the controller 
that contains the leader replica. Only after the 
flow rules are committed into the leader replica, 
the master controller is notified with the flow rule 
changes remotely. This forwarding of flow rule 
installation requests and remote flow rule change 
notifications cause additional latency; therefore, 
case 2 shows drastically reduced throughput.

Meanwhile, there is a trade-off between 

1 The northbound REST API 
for the bulk flow rule instal-
lation is under development 
and unavailable in ONOS-1.4 
(Emu) distribution. 
 
2 The flow rule installation 
throughput values of ONOS 
and ODL when C is 1 are 
13,436.7 flows/s and 4672.4 
flow/s, respectively.

Figure 4. Normalized flow rule installation/read throughput: ONOS vs. ODL.
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ONOS and ODL in terms of the flow rule consis-
tency and the flow rule installation throughput. As 
ODL provides strong consistency for flow rules, 
the flow installation throughput can be degraded 
compared to ONOS, which provides eventual 
consistency for flow rules. However, the eventual 
consistency for flow rules in ONOS may poten-
tially present a temporal inconsistency and cause 
undesired behavior of network services that sub-
scribe flow rules.

To evaluate the flow rule read throughput, we 
installed 3000 randomly generated flow rules into 
C ONOS/ODL controllers and transmitted a flow 
rule read request through the northbound REST 
API of a target controller. Upon receiving the 
read request, the target controller replies with the 
requested flow rule. Similar to the flow rule instal-
lation experiment, the flow rule read throughput 
values of ONOS and ODL are normalized by the 
flow rule read throughput values when C is 1.3

As shown in Fig. 4b, the throughput of ONOS 
is rarely affected by C for to the same reason as in 
the flow rule installation throughput experiment. 
On the other hand, the two cases described in the 
flow rule installation experiment are considered 
in ODL. For case 1, the flow rule read requests 
do not require any agreement among the repli-
cas. Therefore, a flow read request can be locally 
processed by the leader replica, and the through-
put remains constant even with the increase of C. 
Also, in case 2, it can be seen that the through-
put is rarely affected by C as the flow rule read 
requests do not require any agreement among 
the replicas. Meanwhile, case 2 shows drastically 
reduced read throughput compared to case 1, 
which can be explained by the same reason as in 
the flow rule installation experiment in ODL.

In the controller failover experiment, we run 
three ONOS/ODL controllers and select one 
ONOS/ODL controller as a master controller of 
D devices. For the failover scenario, the master 
controller is intentionally turned down, and the 
elapsed time from the last heartbeat message of 
the failure detector running in the master control-
ler to the time when a role reply message from 
the last orphan device is received by a new mas-
ter controller is measured.

Figure 5a shows the effect of the number of 

devices, D, on the failover time when F = 8. For 
both ONOS and ODL, as D increases, the num-
ber of orphan devices upon a failure increases and 
the number of role request messages to be sent 
increases. As a result, the failover time increases 
with the increase of D as shown in Fig. 5a.

Figure 5b demonstrates the effect of F on 
the failover time when D = 5. It can be seen 
that the failover time increases as F  increases 
both in ONOS and ODL. This can be explained 
as follows. As F  increases, the cluster in ODL 
and ONOS becomes more conservative in 
determining a controller failure. Therefore, the 
elapsed time between the failure event and the 
failure detection event is incremental to F, and 
the failover time for ONOS and ODL increases 
accordingly.

Conclusion
In this article, we discuss high availability and 
scalability issues in SDN, and analyze ONOS and 
ODL approaches. Experimental results demon-
strate that:
1. The flow rule installation throughput of ODL 

is  significantly affected by the cluster size.
2. There is a  trade-off between ONOS and 

ODL in terms of the flow rule consistency  
and the flow rule installation throughput.

3. The controller  failover time is dependent on 
the number of devices and the failure detec-
tion threshold.

As open challenge:
1. There is a trade-off between inconsistency of 

network states and performance of network 
services.

2. The controller assignment problem in 
large-scale WAN environments must be 
addressed, where latencies between control-
lers and switches are significant.

3. Stability analysis in large-scale SDNs with 
a few tens or hundreds of controllers in a 
cluster should be further investigated, and 
ONOS and ODL will evolve to address these
challenges.

References
[1] D. Kreutz et al., “Software-Defined Networking: A Compre-

hensive  Survey,” Proc. IEEE, vol. 103, no. 1, Jan. 2015, pp. 
14–76.

Figure 5. Controller failover time: ONOS vs. ODL.

 2000

 2500

 3000

 3500

 4000

 4500

 5000

 5500

10 30 50 70

Re
co

ve
ry

 ti
m

e 
(m

s)

Number of devices, D

(a) Effect of D

ONOS (Φ = 8.0)
ODL (Φ = 8.0)

 2000

 2200

 2400

 2600

 2800

 3000

 3200

 3400

 3600

 3800

 4000

8.0 16.0 24.0 32.0

Re
co

ve
ry

 ti
m

e 
(m

s)

Threshold, Φ

(b) Effect of Φ

ONOS (D = 5)
ODL (D = 5)

As ODL provides strong 

consistency for flow 

rules, the flow installa-

tion throughput can be 

degraded compared to 

ONOS which provides 

eventual consistency for 

flow rules. However, the 

eventual consistency 

for flow rules in ONOS 

may potentially present 

a temporal inconsisten-

cy and cause undesired 

behavior of network 

services that subscribe 

flow rules.

3 The read throughput values 
of ONOS/ODL when C is 1 
are 13,946.7 and 20,813.8 
flows/s, respectively.



IEEE Communications Magazine • April 2017 107

[2] Security Architecture for Enterprise Network (SANE) project.  
http://yuba.stanford.edu/sane/.

[3] M. Casado et al., “Ethane: Taking Control of the Enterprise,” 
ACM SIGCOMM Comp. Commun. Review, vol. 37, no. 4, 
Oct. 2007, pp. 1–12.

[4] N. McKeown et al., “Openflow: Enabling  Innovation in Cam-
pus Networks,” ACM SIGCOMM Comp. Commun. Review, 
vol. 38, no. 2, Apr. 2008, pp. 69–74.

[5] M. T. Özsu and P. Valduriez, Principles of  Distributed Data-
base Systems, Prentice-Hall, 2007.

[6] A. Krishnamurthy, S. Chandrabose, and A. Gember-Jacob-
son, “Pratyaastha: An Efficient Elastic Distributed SDN  
Control Plane,” Proc. ACM SIGCOMM Wksp. Hot Topics in  
Software Defined Networking 2014, Chicago, IL, Aug. 2014.

[7] D. Ongaro and J. Ousterhout, “In Search of an Understand-
able Consensus Algorithm,” Proc. USENIX Annual Technical 
Conf. 2014, Philadelphia, PA, June 2014.

[8] F. Botelho et al., “On the  Feasibility of a Consistent and 
Fault-Tolerant Data Store for SDNs,” Proc. Euro. Wksp. Soft-
ware Defined Networks 2013, Berlin, Germany, Oct. 2013.

[9] F. Botelho et al., “On the Design of Practical Fault-Tolerant 
SDN Controllers,” Proc. Euro. Wksp. Software Defined Net-
works 2014, Budapest, Hungary, Sept. 2014.

[10] M. Obadia et al., “Failover Mechanisms for Distributed 
SDN Controllers,” Proc. IEEE Int’l. Wksp. Network of the 
Future 2014, Paris, France, Dec. 2014.

[11] A. Dixit et al., “Towards an Elastic Distributed SDN Con-
troller,” Proc. ACM Wksp. Hot Topics in Software-Defined 
Networking 2013, Hong Kong, Aug. 2013.

[12] N. Hayashibara et al., “The  accrual Failure Detector,” 
Proc. IEEE Int’l. Symp. Reliable Distributed Systems 2004, 
Florianpolis, Brazil, Oct. 2004.

[13] M. Bjorklund, “YANG — A Data Modeling Language for 
the Network Configuration Protocol (NETCONF),” IETF RFC 
6020, Oct. 2010.

[14] A. Demers et al., “Epidemic Algorithms for Replicated Data-
base Maintenance,” Proc. ACM Symp. Principles of Distribut-
ed Computing 1987, Vancouver, BC, Aug. 1987.

Biographies
Dongeun Suh [M] (fever1989@korea.ac.kr) received his B.S. 
degrees from Korea University, Seoul, in 2012. He is currently 
a Ph.D. student in the School of Electrical Engineering, Korea 
University. From 2012 to 2016, he received a scholarship from 
Samsung Electronics. His research interests include SDN/NFV/
DTN and multimedia streaming.

Seokwon Jang (imsoboy2@korea.ac.kr) received his B.S. degree 
from Korea University in 2015. He is currently an M.S. and 
Ph.D. integrated course student in the School of Electrical Engi-
neering, Korea University. His research interests include SDN/
NFV, future Internet, and programmable networking.

Sol Han (hs1087@korea.ac.kr) received his B.S. degree from 
Korea University in 2015. He is currently an M.S. and Ph.D. 
integrated course student in the School of Electrical Engineer-
ing, Korea University. His research interests include SDN/NFV, 
future Internet, and programmable networking.

Sangheon Pack [SM] (shpack@korea.ac.kr) received his B.S. 
and Ph.D. degrees from Seoul National University, Korea, in 
2000 and 2005, respectively, both in computer engineering. In 
2007, he joined the faculty of Korea University, where he is cur-
rently a professor in the School of Electrical Engineering. He was 
the recipient of the Korean Institute of Communications and 
Information Sciences (KICS) Haedong Young Scholar Award 
2013 and the IEEE ComSoc APB Outstanding Young Researcher 
Award in 2009. His research interests include future Internet, 
softwarized networking (SDN/NFV), mobility management, and 
mobile cloud networking/edge computing.

Myung-Sup Kim (tmskim@korea.ac.kr) received his B.S., M.S., 
and Ph.D. degrees in computer science and engineering from 
POSTECH, Korea, in 1998, 2000, and 2004, respectively. He 
joined Korea University in 2006, where he is currently a profes-
sor in the Department of Computer and Information Science. 
His research interests include Internet traffic monitoring and 
analysis, SDN/NFV, and Internet security.

Taehong Kim (taehongkim@cbnu.ac.kr) received his Ph.D. 
degree in computer science from the Korea Advanced Institute 
of Science and Technology (KAIST) in 2012. He has been an 
assistant professor with the School of Information and Com-
munication Engineering, Chungbuk National University, Korea, 
since March 2016. He worked as a research staff member with 
Samsung Electronics and ETRI from May 2012 to February 
2016. His research interests include wireless sensor networks, 
the Internet of Things, and SDN/NFV.

Chang-Gyu Lim (human@etri.re.kr) is a senior engineer of SDN 
Research Section, ETRI, Korea. He received his Master’s degree 
at KAIST in 2002. His key research interests are: future Internet, 
software defined networking, and transport networks.

http://yuba.stanford.edu/sane/
mailto:fever1989@korea.ac.kr
mailto:imsoboy2@korea.ac.kr
mailto:hs1087@korea.ac.kr
mailto:shpack@korea.ac.kr
mailto:tmskim@korea.ac.kr
mailto:taehongkim@cbnu.ac.kr
mailto:human@etri.re.kr


IEEE Communications Magazine • April 2017108 0163-6804/17/$25.00 © 2017 IEEE

Abstract

Mobile devices have promoted users’ mobil-
ity; therefore, there is a necessity to provide ser-
vices that accomplish users’ requirements at any 
place and time. With this, location becomes a 
key aspect of providing the dynamism required 
by solutions like the provisioning of reasonable 
mobile services by service provider networks. In 
that sense, the SDN paradigm arose to evolve 
from current static networks, which are manual-
ly configured by administrators, toward dynamic 
networks able to manage on their own at run-
time and on demand. Solutions managing the 
SDN resources by using policies have been pro-
posed, but they do not consider one of the main 
aspects to network dynamism: mobility. This arti-
cle presents a mobility-aware and policy-based 
on-demand control network solution oriented to 
the SDN paradigm. This is in charge of managing, 
at runtime, the service and/or system state with 
high-level policies, which consider the mobility of 
users and services, the network statistics, and the 
infrastructure location. In this context, we define 
different use cases with the concerns of end users 
when they are in very crowded places, and the 
solutions provided by our solution through pol-
icies: balancing the network traffic between the 
infrastructure located close to the overloaded 
one; creating or dismantling geolocated virtu-
al network infrastructure when the existing one 
is not enough, or is misused to meet end-user 
demands; and restricting specific network traffic 
in critical scenarios, like in sports events where 
crowds consume services with large bandwidth.

Introduction
The recent technology advancements in mobile 
devices and networks have encouraged users’ 
mobility; thus, location is one of the most import-
ant aspects for knowing where devices, resources, 
and people are. Location information can provide 
useful evidence with which to develop new pro-
posals and solutions. For example, the European 
Commission is making great efforts, funding the 
Horizon 2020 Programme to define new use cases 
where mobility and dynamism are key aspects. 
Under the Fifth Generation Public Private Partner-
ship (5G-PPP) initiative, the EU project METIS-II [1] 
is proposing several use cases that highlight the 
provisioning of reasonable mobile broadband by 
service provider networks, with high levels of ser-
vice experience in crowded areas (e.g., stadiums 

and shopping malls) and even with end users on 
the move (e.g., in cars and trains). Other initiatives 
are being conducted in parallel in other countries 
or continents, such as 4G Americas [2], where 
leading telecommunications service providers and 
manufacturers are fostering the advancement of 
the LTE mobile broadband technology and its 
evolution beyond to 5G, or the IMT-2020 (5G) 
Promotion Group [3], including main operators, 
vendors, and research institutes in China.

Managing the dynamism displayed by the 
previous proposals requires a deep change from 
current networks, where service provider admin-
istrators usually configure the network depending 
on triggered events, toward self-organizing net-
works (SONs) [4], which are able to monitor, 
manage, and configure on their own at runtime 
and, depending on different factors, among which 
location of users receiving a service is critical. This 
diversity requires that service provider networks 
collect and analyze large quantities of data, thereby 
increasing the network management complexity.

In order to ease network management, the 
software defined networking (SDN) paradigm 
arose [5]. SDN is a paradigm where a central soft-
ware program, called the controller, is the brain 
of the network to manage its behavior, thereby 
making network devices become simple packet 
forwarding elements. This paradigm focuses on 
the separation of the control plane (where the 
controller is) from the data plane (where the for-
warding devices are); the definition of a logically 
centralized controller; the use of open interfac-
es between the control and data planes; and the 
programmability of the network by applications. 
These features provide several benefits, such 
as ease of changing the network configuration 
through software rather than typing commands 
in network devices. Nowadays, we can find sev-
eral solutions focused on deciding how the SDN 
resources have to be managed at runtime.

For example, NetGraph [6] provides a scalable 
graph library and interfaces with the controller 
to support network management functions, such 
as runtime monitoring and diagnostics. Another 
example is Procera [7], an event-driven network 
control framework that uses high-level policies 
to manage and configure the network state. This 
solution enables dynamic policies, which are 
translated into a set of forwarding rules to man-
age the network state by the controller. Following 
the policy-oriented approach, we find OpenSec 
[8]. Opensec is an OpenFlow-based framework 
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that allows network operators to describe security 
policies using human-readable language to imple-
ment them across the network.

Until this point, we have seen that there are 
solutions allowing the SDN controller to manage 
the network resources at runtime, using policies 
defined by service provider network administrators 
beforehand. However, these solutions do not con-
sider one of the main aspects that provide network 
dynamism: mobility. We think that it is a must to 
consider users’ mobility and the location of the 
network resources so as to manage and config-
ure the SDN state in a more accurate way. In that 
sense, this article presents a mobility-aware and 
policy-based on-demand control network solu-
tion oriented to the SDN paradigm. Specifically, 
our solution is in charge of managing the SDN 
resources at runtime, using high-level policies that 
consider the mobility of users and services, the 
network statistics, and the infrastructure location. 
These policies are oriented to guarantee end users’ 
experience in very crowded places (e.g., stadiums, 
shopping malls, and unexpected traffic jams). To 
this end, the policies decide when the SDN should 
balance the network traffic between the infrastruc-
ture located close to the congested one; when the 
SDN should create or dismantle physical or virtu-
al infrastructure in case the congested one is not 
enough to meet the end-user demand; and when 
the SDN should restrict or limit specific services 
or network traffic in critical situations produced by 
large crowds using services in specific areas.

Use Cases in a Dynamic Mobile Scenario
This section shows a dynamic mobile scenario 
composed of four different use cases, with which 
to illustrate the service provisioning concerns that 
end users can find when they are in a very crowd-
ed place (e.g., open air festivals, traffic jams, stadi-
ums, and public events with lots of people). The 
first use case shows a concern when the network 
provides low-quality services, even when having 
enough resources to meet end users’ require-
ments. The second use case considers that the 
network does not have enough resources and 
provides low-quality services, whereas in the third 
use case the network does not have enough 
resources and is not able to provide services. 
In the fourth use case, the network misuses its 
resources to provide services. We explain in detail 
how our solution manages these concerns to 
ensure a good experience for end users.

A use case showing the first concern is shown in 

Fig. 1a, where a central base station (BS1) and four 
secondaries (BS2, BS3, BS4, and BS5) are locat-
ed along a specific area. When large crowds are 
formed, and end users move across the network-
ing area, BS1 is overloaded. Figure 1b shows this 
situation. BS1 is congested because it is providing 
services to a lot of users, and BS2 and BS5 just to a 
few. To solve it, our solution allows load balancing 
at runtime between the BSs located close to the 
congested one (BS1). In that sense, Fig. 1c shows 
how the zoom cell size load balancing technique 
[9] decreases the BS1 cell size and increases BS2 
and BS5 cell sizes to ensure end users’ experience. 
It is worth noting that when the crowd moves 
inside or outside the area, our system dynamically 
balances the load traffic, increasing or decreasing 
the size of the BSs’ cells. An example of this situ-
ation could be an open festival with a central BS 
covering the whole festival, and four BSs close to 
the concert stages. Once the concerts start, the 
crowd moves to the concert stages and overload 
the central BS (e.g., sharing photos and videos 
through social networks).

Regarding the second concern, produced when 
the network does not have enough resources and 
provides low-quality services, Fig. 2a shows a use 
case where BS1 and four generic hardware (HW) 
elements with 3G/4G antennas are located along 
a specific area. In this context, Fig. 2b shows the 
moment when a mobile crowd is formed and the 
BS1 cannot meet the end users’ requirements. To 
manage this situation, our proposal allows creating 
virtual BSs (BS2, BS3, BS4, and BS5) at runtime by 
using at will the generic hardware elements. Figure 
2c depicts the situation managed by our solution. 
The created virtual BSs provide services once the 
network traffic is balanced. It is worth noting that 
once the crowd is gone, our proposal dismantles 
the virtual BSs, and the generic HW will be avail-
able to the service provider network. This situation 
is shown in Fig. 4, which is explained in detail at 
the end of this section. An example of this sec-
ond use case could be a motorway with a BS and 
four generic HW elements located along its area. 
Due to weather conditions, a traffic jam is formed, 
and the BS cannot meet the requirements of the 
crowd, even knowing the atmospheric forecast. To 
solve it, our solution decides to create four virtual 
BSs from the existing generic HW and balances the 
traffic between them.

The use cases described earlier may become 
critical situations when the network does not have 
more available resources to meet the crowd’s 
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Figure 1. Network with enough resources providing low-quality services in a crowded scenario: a) initial 
scenario; b) considered scenario; c) managed scenario.
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needs. In this sense, Fig. 3a shows a new use case 
where the whole available network infrastructure 
(all the BSs) is already deployed in a certain area 
to ensure the end users’ experience. Figure 3b 
depicts how this situation could become critical, 
causing the network to not be able to provide 
services when more users come and consume 
services that require a large bandwidth such as 4K 
ultra high definition (UHD) video. To solve it, Fig. 
3c shows the scenario where our solution decides 
that all the BSs reduce the quality of video ser-
vice from 4K UHD to high definition (HD), and 
limits the bit rate to decrease the network con-
gestion. As in the previous use cases, the reverse 
process (restrictions are removed) is performed 
when crowd conditions disappear. An example 
of this use case could be the Super Bowl, where 
the whole network infrastructure is deployed and 
balanced in the stadium. At the celebration, the 
crowd massively makes use of the network to 
send 4K-UHD videos, thus causing the BSs to be 
unable to accomplish the demand.

Up until now, we have seen several con-
cerns generated when large crowds are formed. 
However, it is important to consider the reverse 
process, when the crowds are gone and the 
resources are not used efficiently, wasting energy 
resources. In that sense, the fourth concern arises 
when the network uses unnecessary resources 
to provide services. Figure 4a shows a use case 
where a physical BS (BS1) and four virtual BSs 
(from BS2 to BS5) provide services in a specif-
ic crowded area. Figure 4b shows the moment 

when the crowd starts leaving the area, and all 
BSs continue providing services to a few users. In 
order to prevent the misuse of resources, our pro-
posal allows dismantling the virtual BSs at runtime. 
Figure 4c depicts this situation. The virtual BSs 
are dismantled, and BS1 provides services after 
increasing its cell size through load balancing.

Following with the traffic jam example, the jam 
begins clearing up when the weather conditions 
improve, and the virtual network infrastructure 
previously created is not necessary. In that case, 
our solution decides to dismantle the four virtual 
BSs and balance their traffic to BS1 by increasing 
its cell size to cover the whole motorway area.

SDN Management Policies
Policy-based management allows the simplifica-
tion and automation of the network administra-
tion processes [10]. By using policies, the SDN 
paradigm can control the network state at run-
time and on demand in order to guarantee the 
end users’ experience. Among the different sets 
of policies, we emphasize here the use of mobil-
ity-aware management-oriented policies, defined 
by the service provider network administrator to 
decide the actions made by the SDN according 
to the network infrastructure statistics and loca-
tion, and the mobility of users and services. In 
our solution, the schema of the rules shaping the 
policies are composed of the elements shown in 
Table 1, being

Type  Resource  Metric  Location  Date  Result

Figure 2. Network without enough resources providing low-quality services in a crowded scenario: a) initial 
scenario; b) considered scenario; c) managed scenario.
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Policies to Guarantee End Users’ Experience
We introduce below the three kinds of policies 
required to manage the concerns depicted in the 
previous use cases, although other sorts of pol-
icies could be defined at will because the pro-
posed solution herein presented is extensible.

Load Balancing Policies: These policies are in 
charge of deciding when, where, and why load bal-
ancing of the traffic between the network resourc-
es is needed, this being a key aspect in the SDN 
paradigm for managing and forwarding, at runtime, 
the packets passing through the network, consider-
ing their location, the date, and the metrics previ-
ously defined. These parameters are optional in this 
kind of policies. It is important to note that we are 
not proposing a new load balancing solution; we 
are able to use any load balancing solution.

Infrastructure Policies: These policies allow the 
SDN paradigm to create or dismantle virtual net-
work resources located at specific locations. As with 
the previous kind of policies, they can be applied in 
a proactive way knowing when the network needs 
more infrastructure. As before, the Date, Metric, and 
Location parameters are also optional.

Restriction Policies: They manage the network 
or SDN to guarantee the end users’ experience. 
These policies allow the SDN paradigm to disable 
or limit the traffic of given network resources or 
services in case the traffic overload is critical.

Managing the Dynamic Mobile Scenario

It is shown below how our solution manages the 
concerns presented earlier and how we guaran-
tee end users’ experience in very crowded places 
when important changes in the population occur 
in a short period of time.

Regarding the first concern, when the network has 
enough resources but provides low-quality services, 
our solution defines a generic load balancing poli-
cy. The policy defined below indicates, for example, 
that when the ABf value of any base station is within 
Yellow range values (the range of this alarm is set by 
the service provider administrator depending on the 
state and characteristics of the scenario), the network 
should try to balance the traffic load between the BSs 
located in the same area as the congested ones.

In this policy, BaseStation is a possible value of 
the Resource element (defined in our policy sche-
ma as shown in Table 1); Location and located-
BaseStation are modeled by the Location element; 
hasABf is a specific Metric; and balance is a possi-
ble value of the Result element. Considering our 
open air festival scenario, Fig. 1c shows in red the 
changes made by this policy in the festival area.

To manage the second concern, when the net-
work does not have enough resources and pro-
vides low-quality services, our solution defines an 
Infrastructure policy. As an example, the policy 
defined below creates new virtual BSs from gener-
ic hardware located close to the congested one 
when ANPPF of any BS is within Orange range val-
ues (this alarm is also defined by the service pro-
vider administrator, whose range of values is higher 
than Yellow range).

In this policy, BaseStation is a value of the 
Resource element; Location and locatedResources 
are shaped by the Location element; hasANPPF 
is a kind of Metric; and create makes reference 
to a possible value of the Result element. Follow-
ing the traffic jam scenario, Fig. 2c depicts in red 
the virtual BSs (BS2, BS3, BS4, and BS5) created 
from the existing generic hardware. Furthermore, 
a new load balancing policy is necessary once the 
virtual BSs are created, in order to balance the 
network traffic between them.

Regarding the third concern, when the net-
work does not have more resources and it cannot 
provide services, our solution avoids this situation 
with two Restriction policies. The first one is in 
charge of disabling the 4K-UHD video traffic of 
the BSs located in the congested area. It is import-
ant to note that a disable action does not filter the 
video service, but disables a specific quality, and 
the service is provided with lower quality. Below 
we can find this policy.

The second Restriction policy limits the bit rate 

Type(#LoadBalancing)  BaseStation(?bs) 
Location(?bs,?area)  locatedBaseStation(?area,?nearBs) 
hasABf(?bs,?abf)  inRange(?abf,#Yellow) 
balance(?bs,?nearBs)

Type(#Infrastructure)  BaseStation(?bs)  Location(?bs,?area)
 locatedResources(?area,?resource)  hasANPPF(?bs,?anppf)
 inRange(?anppf,#Orange)  create(?resource,#BaseStation)

Figure 4. Network misusing resources to provide services: a) initial scenario; b) considered scenario; c) managed scenario.
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of the services provided by the BSs located in the 
congested area.

In both policies, BaseStation and Service are val-
ues of the Resource element; Location and located-
BaseStation are modeled by the Location element; 
hasABf is a kind of Metric; and disable and limit 
are values of the Result element. Figure 3c depicts 
the Super Bowl event, where all BSs located at 
the stadium area decrease the video quality (from 
4K-UHD to HD) and limit the bit rate.

Finally, the fourth concern arises when the 
crowd is gone and the network resources are mis-
used. Our solution defines an Infrastructure policy 
that dismantles the misused virtual BSs located 
close to the underloaded one when the ANPPF 
value of any BS is less than Yellow range values.

As before, BaseStation is a value of the 
Resource element; Location and locatedBaseSta-
tion are shaped by the Location element; hasANP-
PF is a kind of Metric; and dismantle corresponds 
to a value of the Result element. Following the 
traffic jam scenario, Fig. 4c shows the virtual BSs 
dismantled and converted again in generic HW. 
Furthermore, a new load balancing policy is nec-
essary once the virtual BSs are dismantled in order 
to balance the network traffic to BS1.

Architecture
This section describes our mobility-aware architec-
ture for managing networks oriented to the SDN 
paradigm at runtime and on demand. Figure 5 
shows the proposed architecture, where the SDN 
plane contains the elements forming the layers of 
the SDN paradigm, and the SDN management 

plane depicts the components composing our 
solution.

SDN Plane

One of the main features of SDN is the decou-
pling of the control from the data plane. In that 
sense, our proposal has the data plane at the 
bottom layer, where physical and virtual network 
infrastructure (BSs, switches, routers, etc.) for-
wards and manipulates packets, not having any 
intelligent control. The networking logic control is 
allocated in the control plane, where the Control-
ler component lies.

To exchange information between control and 
data planes, our solution makes use of OpenFlow 
[11]. This is one of the most common south-
bound SDN interfaces and allows our Controller 
to get statistical data about the network traffic, as 
well as the management of the network infrastruc-
ture through software. Nowadays, there are many 
OpenFlow-capable controllers, such as OpenDay-
light, which is used by our solution.

Finally, the application layer is at the top of the 
SDN stack. This layer contains the applications that 
use the services provided by the Controller to per-
form tasks related to the network. Among the exist-
ing applications, we highlight three of them used 
in our solution. The network virtualization applica-
tion is in charge of managing the virtual network 
resources by using a well-known open source soft-
ware platform called OpenStack Networking (Neu-
tron). Other solutions can be found in the literature 
such as FlowN [12], which presents an architecture 
for SDN virtualization. This allows tenants to spec-
ify their own address space, topology, and control 
logic. The second application is the load balancing 
application, which redistributes the network traf-
fic between the network resources. On this topic, 
several solutions have been proposed, such as 
the one presented in [9], where load balancing 
is performed to increase or decrease the cell size 
according to the traffic load, user requirements, 
and network conditions. The last application is the 
service restriction application, which restricts the 
network traffic by considering different parameters, 
such as the bit rate, services, and ports.

SDN Management Plane

The main component of our solution is the policy 
engine. This component is in charge of making 
decisions over the SDN applications, considering 
network statistics, the infrastructure location infor-
mation, and the network policies. Among the pos-
sible decisions, we highlight three of them. The 
first one consists on notifying the load balancing 
application about the need to redirect the traf-
fic. The second one is focused on deciding if the 
network virtualization application has to create 
or dismantle virtual resources. The last decision is 
aimed at knowing if the service restriction appli-
cation should limit or disable some kind of traffic.

To perform the previous decisions, the poli-
cy engine uses network policies, defined by the 
service provider network administrator, and geo-
spatial network statistic information provided by 
the Collector. This component generates geospa-
tial network statistics, by joining the information 
received from the Controller and the infrastruc-
ture location obtained from the location middle-
ware. In order to deploy the Collector, we have 

Table 1. Elements that compose the basis of our mobility-aware management 
policies.

Element Values Description

Type Load balancing, infrastructure, restriction Indicate the kind of policy

Resource
Base station, switch, service, intrusion 
detection system, etc.

Network element whose information is 
being managed

Metric
Average of bytes per flow (ABf), average 
number of packets per flow (ANPPF), 
average duration per flow (ADf), etc.

Define the term that encompasses the 
different parameters that can be used to 
evaluate the network state

Location Geographic position, area, etc.
Position or region where the policy will be 
enforced

Date Date, hour, timestamp, etc.
Moment or period of time at which the 
policy will be applied

Result Balance, create, dismantle, disable, limit
Action performed over the network when 
the policy is applied

Type(#Restriction)  BaseStation(?bs)  Location(?bs,?area)
 locatedBaseStation(?area,?nearBs) 
Service(?nearBs,?service)  hasABf(?bs,?abf) 
inRange(?abf,#Red)  disable(?service,#4K-UHDVideo)

Type(#Infrastructure)  BaseStation(?bs) 
Location(?bs,?area)  locatedBaseStation(?area,?nearBs) 
hasANPPF(?bs,?anppf)  lessRange(?anppf,#Yellow) 
hasANPPF(?nearBs,?nearAnppf) 
lessRange(?nearAnppf,#Yellow) 
dismantle(?nearBs,#BaseStation)
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several options such as the extended version of 
IPFIX, which includes the location of the network 
infrastructure to generate network statistics.

Finally, the location middleware component 
obtains the locations of the network infrastructure. 
This is an independent middleware that provides 
independence to our solution with regard to the 
location system used, thus allowing the location 
middleware to choose the best location system or 
middleware depending on the environment.

Conclusion and Future Work
This article has presented a mobility-aware solu-
tion to manage, at runtime, networks oriented 
to the SDN paradigm, considering users’ mobili-
ty as a key aspect for service provision. This pro-
posal uses management policies to decide, on 
demand, the actions performed by the network, 
considering the mobility of users and services, the 
network statistics, and the infrastructure location. 
These policies ensure the end users’ experience 
in crowded scenarios, balancing the network traf-
fic between the infrastructure located close to 
the congested one, when the SDN has enough 
resources but provides low-quality services; creat-
ing virtual network infrastructure when the SDN 
does not have enough resources and provides 
low-quality services; and restricting specific net-
work traffic when the SDN does not have more 
resources and is unable to provide services.

As next steps of research, we plan to validate our 
solution in a 5G advanced self-organizing network, 
as this has an important intelligence component ori-
ented to the SDN paradigm. This scenario is pro-
posed in the EU project for 5G called Selfnet, which 
is included in the 5G-PPP initiative and where the 
authors of this article are currently working.
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Figure 5. Architecture of the proposed mobility-aware and policy-based solution.
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Series Editorial

We access the world through our phones. At the risk of 
repeating ourselves: we access the world through our 
phones. Think about it — a device and a network that 

were once designed for a single application, voice, now transport 
mostly data, hence giving a new meaning to the phrase “data-driven 
network.” This technical shift has consequences that have been sub-
jects of research over the past two decades and will continue to be so 
in the future. The numbers behind the shift to data are simply immense, 
and as more money and subscribers continue to move toward access-
ing and exchanging data from their phones, the underlying network 
evolves to make data access and data exchange ever faster.

Pyramid Research forecasts that worldwide revenues for pro-
viding Internet access to residential customers in 2017 will be U.S. 
$188.7 billion and in 2021 the revenues are expected to top U.S. 
$222.7 billion [1]. In contrast, worldwide revenues for providing 
voice services to residential customers (including circuit-switched 
voice and packet-switched voice over a managed network) will 
decline from an estimate of U.S. $96.6 billion in 2017 to U.S. 
$86.1 billion in 2021. Clearly, this is a clarion call — if we needed 
one — to focus on moving data as expeditiously as we can over 
the service provider’s network.

The two articles in this issue of the IEEE Communications Magazine 
Design and Implementation Series highlight the need and the mecha-
nisms for ever faster data networks. In the first article, Cheng et al. note 
that telecommunications operators are eagerly identifying new sources 
of revenue from the network as revenues from voice calls decrease. 
They posit that exposing the network functionality as services that can 
be composed (or mashed up) into novel applications by users is a 
source of revenue. This is certainly not a new concept; we have been 
there before with TINA-C [2], SOAP [3], and Parlay-X [3]. However, 
the difference now is that the work of Cheng et al. allows users to 
compose services without having a computing background. Their work 
provides a drag-and-drop metaphor for composing novel services. To 
show the efficacy of their approach, they recruited 22 staff and student 
volunteers from a university and allowed them to get creative while 
composing services. Their insights from this experiment are noteworthy.

The second article, by Kim and Calin, moves from the user’s point 
of view to the network’s viewpoint. Specifically, they examine the 
performance of the split-TCP model prevalent in mobile networks 
today. Under such a model, the end-to-end TCP connection between 
a client and server (or a pair of peers) is broken down into two con-
nections at the edge of the radio access network. A TCP connection 
is maintained between the mobile endpoint and a corresponding 
split-TCP host at the edge of the radio access network, and another 
TCP connection is maintained between the split-TCP host and the 
destination server (which is presumed to be in the core, or wired, 
network). Such an arrangement increases throughput and leads to 
faster error recovery for the entities on the radio access network. 
Kim et al. measure the performance of split-TCP over 3G and 4G LTE 

etworks and discover impressive gains when split-TCP is used in 4G 
networks (3G networks exhibit modest gains). The lesson here is that 
as the access network speed increases, split-TCP shows more gains. 
This is important because advanced radio technologies like 5G prom-
ise to bring data rates of 1–10 Gb/s, leading to higher performance 
improvements on faster networks.

We welcome you to 2017 with our inaugural issue of 
the Design and Implementation Series.  We continue to seek 
high-quality papers for the series that distill important lessons 
learned from ongoing research projects and forge new research 
ideas. We hope you will consider submitting papers to the series!
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Abstract

With the telecom market reaching saturation 
in many regions and revenues from voice calls 
decreasing, telecom operators are attempting to 
identify new sources of revenue. For this purpose, 
these operators can take advantage of their core 
functionalities, such as location and call control, 
by exposing them as services to be composed by 
developers with third-party offerings available over 
the web. Mashups enable technology to compose 
those services into new applications. However, 
existing mashup tools have some limitations in 
such convergent web-service-based integration, 
such as extra programming efforts for ordinary 
users. To address these limitations, we propose a 
novel LSMP, which includes the SDM, SRM, SCM, 
and SEM. The SDM defines a unified structure for 
atom-services to reduce the development com-
plexity. The SRM defines a structurized data flow 
to reduce the coupling of data transfer between 
atom-services. The SCM provides a design meth-
od for the service process, with key data as the 
driving characteristic. The SEM provides a con-
tainer for the service logic execution. With these 
models, ordinary users can create new personal-
ized services freely via an intuitive and easy-to-use 
UI on a web browser.

Introduction
The telecom business model is evolving. With the 
market reaching saturation and revenues from 
voice calls decreasing rapidly, telecom operators 
are aggressively looking at newer sources of reve-
nue. Networks, services, and content are converg-
ing increasingly rapidly [1–3]. With the advent 
of Web 2.0 and the efforts of service providers, 
the number of open application programming 
interfaces (APIs) from Internet, telecommunica-
tions, and third-party services is growing rapidly. 
Mashup is emerging as a driving technology for 
lightweight service creation in the Web 2.0 era, 
which can enable end users to combine services 
to create new applications [4, 5]. Telcos have 
changed from isolated, monolithic legacy stove-
pipes to much more modular, Internet-style frame-
works, opening up telecommunication features, 
such as voice calls, presence, messaging, contact 
management, and Session Initiation Protocol to 
the public. There is an ongoing effort to mix tele-
communication features and web capabilities to 
obtain a more open and user-centric environment. 
For example, some approaches have added voice 

capabilities to their Web mashup, and several of 
Apple’s iPhone APIs follow a form of mixed web 
and telco services creation. Users can combine 
various types of web services from the growing 
numbers of telco, Internet, and third-party ser-
vices to achieve their goals under dynamic and 
complicated situations. The availability of open 
APIs enables ordinary users to generate new con-
verged services more easily without excessive 
consideration of the underlying infrastructure and 
mechanisms required. Through a highly intuitive 
service creation environment, users can create 
a new service by composing previously existing 
open APIs in a more personalized manner. Even-
tually, the service mashup platform will help to 
create the personalized application in next-gener-
ation services by allowing the end users.

This article focuses on the design and imple-
mentation of a lightweight services mashup 
platform for user-centric service creation, the exe-
cution of which provides the tools necessary to 
allow everyone to build his/her own communica-
tion services without having specific background 
knowledge in computing. The rest of the article 
is organized as follows. We provide the require-
ments and review the related work. The novel 
architecture is then presented. We describe the 
implementation of our prototype, including the 
performance measurement and analysis. Lessons 
learned are discussed, and the conclusion and 
future work are covered in the last section.

Motivation Case
A smart parking lots service is a complex process 
composed of several hardware devices able to 
detect the occupancy level of parking spaces and 
software components integrated to manage the 
allocation and charging of these parking spac-
es by redirecting cars accordingly. Usually, such 
services are created by combining various types 
of web services from the telecom, Internet, and 
third-party services to assist motorists in the local-
ization of available parking spaces so that they 
can decide on which space to select according to 
their own needs. The smart parking lots scenario 
is shown in Fig. 1.

Tony drives to his meeting in an unfamiliar 
place. When arriving at the scheduled place, he 
quickly locates his current position, searches near-
by parking lots via a location-based service, and 
reserves a suitable parking spot via a mobile app. 
Meanwhile, the mobile geographic information 
system (GIS) provides a planning path to direct 
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him to the selected parking lot. As he enters the 
parking lot, the monitor at the entrance to the 
parking lot identifies the license plate automat-
ically, and then launches the intelligent barrier 
and begins to count the service time. Tony then 
attends his meeting after parking his car. During 
the meeting time, his smartphone indicates the 
waiting time and provides some promotion-
al information regarding parking. Tony uses his 
mobile phone to trigger a washing service in the 
parking lot to clean and polish his car while he 
is in the meeting. As he is leaving, he starts the 
charging service, and then the parking lot man-
agement system generates an electronic bill 
shown in his smartphone, which can quickly be 
paid using a mobile e-wallet. When the car arrives 
at the egress, the intelligent barrier lifts automati-
cally to facilitate leaving.

Requirements and Related Works
Requirements

Enabling ordinary users to develop their own 
applications or compose application programs 
by combining different pieces available online 
in the form of public web services, APIs or data 
in various forms require simplifying current ordi-
nary user development practices. Enabling the 
ordinary user to develop his/her own mashups 
requires an intuitive and easy-to-use user inter-
face (UI) for building mashup-based composi-
tions. The functionalities must also be provided 
through the building blocks in the mashup design 
environment, which requires an intuitive mod-
eling construct capability. In other words, high-
er abstraction levels will result in more intuitive 
service creation tools. During runtime, immedi-
ate execution of the resulting mashup and the 
exchange and flow of data between components 
are required, and ordinary users need not be 
aware of what is happening behind the scenes.

Related Works and Discussions

Programming-based service mashup is based on 
SOAP-based web services or RESTful web services, 
which are satisfied to programmers’ needs [6]. 
Thus, they do not comply with the above require-
ments for ordinary users. Their main limitation is 
that they are based on programming APIs, and 
hence are difficult and complex for ordinary users.

Some attempts to facilitate the service creation 
process based on SOAP-based web services have 
nonetheless been made in the business area. A 
typical approach is to rely on the service com-
position language, such as the Business Process 
Execution Language (BPEL) [7], which defines the 
control flow of structured and atomic activities 
and the partners and partner links for various web 
services to be included in the process. In addition, 
BPEL also supports asynchronous message pro-
cessing, exception handling, transaction process-
ing, and business life cycle management, and the 
BPEL process itself can be published as a web ser-
vice. Although the BPLE languages facilitate the 
creation process, they are not appropriate for use 
by ordinary users. First, the business logic opera-
tors and data flow are too complex. Second, it is 
difficult for ordinary users to understand different 
computing concepts, such as flowcharts, inputs, 
and outputs, to create new services.

Currently, ordinary users can develop their 
own applications by following mashup- or wid-
get-based models [8, 9]. In the former case, ordi-
nary users combine existing services and web 
feeds from multiple sources into a single web-
based application using a specialized mashup 
editor. The widget-based model does not sup-
port any interaction between services offered by 
different service providers. Two important lim-
itations should be highlighted regarding these 
tools. First, the flowchart basis is not intuitive 
enough for ordinary users. Concepts such as 
mapping the outputs of some services and inputs 
of others, loops, conditions, and regular expres-
sions are not understood by most ordinary users. 
Second, although the mashup creation process is 
supported with an advanced graphical user inter-
face (GUI), the service type is usually limited to 
a set of map and received signal strength (RSS) 
list patterns.

The Lightweight Telco Service Mashup Plat-
form for ordinary-user-centric service creation and 
execution environments attempts to allow every-
one to build his/her own communication services 
without having specific background knowledge 
in computing, which could facilitate the creation 
of successful applications accommodating end 
users’ diverse needs, interests, and activities . The 
novelty of our work is introduced as follows:

First, we propose a novel service creation 
environment (SCE) for end users that is based on 
service-oriented architecture (SOA) principles, 
which can wrap complex software features within 
well-defined and reusable interfaces made avail-
able to third parties that can provide representa-
tions of services as visual Iframe objects which 
abstract from technical details, for example, their 
programmatic interface or communication pro-
tocol.

Second, ordinary users can construct com-
posite services automatically via dragging and 
dropping the relevant service icons, optionally 
defining the flow-based programing (FBP)-style 
service composition with explicit data flow, which 
significantly enhances the intuitiveness of mashup 
creation for ordinary users without the need to 
understand programming concepts.

Third, to further enhance ordinary users’ per-
ceptions of the effects that individual services 
have on the final mashup applications in the ser-
vice execution environment (SEE), which enables 
ordinary users to understand the current state and 

Figure 1.  Smart parking lots service scenario.
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feel of their composition, it is highly desirable to 
provide immediate visual feedback for any com-
position action and to support the immediate exe-
cution of the resulting mashup.

Finally, we implement a lightweight SCE envi-
ronment based on currently popular browsers 
that is easy to use for ordinary users.

System Architecture
The LSMP includes the SCE and SEE. The SCE is 
associated with web browsers to develop new 
services, while the SEE takes charge of the execu-
tion of services and processes. Figure 2 shows the 
LSMP hierarchical architecture.

SCE
A browser-based development interface is 
implemented to satisfy multiple platforms, such 
as PCs and mobile phones. It mainly includes 
four parts: service store, application store, 
deploy interface, and workspace. Workspace 
is the area for drawing the service processes. 
The service store is used to display the basic 
feeds for assembling new services, in which 
each icon, corresponding to a virtual atom-ser-
vice, can easily be dragged and dropped in the 
workspace. The application store can be used 
to show the service process templates that have 
been developed by ordinary users. The deploy 
interface can be used to deploy and push the 
developed service processes into the runtime 
environment.

SEE
The SEE controller is the basis for taking charge 
of the managing execution engine, including ses-
sion management, system monitoring, a concur-
rent mechanism, a communication mechanism, 
and interface management. In the repository, 
the service library includes all the executable 
services, and the business library includes all 
the developed business processes. To increase 
flexibility, the atom-services in the library should 
be constructed from a multi-source resource, 
including native services for a database system, 
standardized services for third-party resources 
(WSDL, RESTful, and JS interface), and legacy 
systems.

Specifically, we present a series of stan-
dardized models in LSMP, including the ser-
vice data model (SDM), service relation model 
(SRM), service creation model (SCM), and ser-
vice execution model (SEM), to facilitate the 
service mashup in the flow-based approach. 
The SDM defines a standardized data-oriented 
service structure to facilitate the development 
and adaption of heterogeneous services. The 
SRM defines a basic data relation between two 
atom-services. The combination of SRMs is an 
explicit data flow graph that allows ordinary 
users to develop services intuitively. The SCM 
defines a data flow graph based on “data” and 
“flow,” in which “data” can be extracted from 
requirements, and the “flow” should satisfy the 
constraints of the SRM.

Figure 2. Lightweight Services Mashup Platform architecture, which contains the SCE and SEE.
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SDM
Lightweight service mashup is a data-centered 
development process, in which atom-services, as 
basic units of data, concentrate on the service 
description, manipulation, and visualization of 
data. A SDM is defined by a quintuple:

SDM= <SD, AS, T, V, E>, 

where SD is a text description of the service func-
tion and usage.

AS describes the attribute set of a service, 
which are data elements used in service. In the 
SDM, the data type of each attribute can be 
either simple type (e.g., integer, string, JSON) or 
complex types (e.g., image, audio, custom type). 
Our platform has provided some type conversion 
modes that can facilitate coordinating the interac-
tion of heterogeneous services smoothly. In addi-
tion to the syntactic representation, the attribute 
semantics can be annotated simultaneously by 
following the naming convention.

T is used to transform one service input data 
into the desired outputs and can be defined by

T  : AI
SP⎯ →⎯ AO ,  

which is a transformation that maps input set AI 
to output set AO in AS; SP is an operation set. Each 
operation is a functionality that can be obtained 
by the open service interface, for example, REST-
ful and SOAP APIs.

V describes the visual elements of the SDM 
(i.e., the graphical component). The graphical 
appearance of services provides an easy-to-use 
form for designing the business logics of mashup 
services. The visualization of services involves two 
parts: the graphical service framework and the 
visual element of service functions. In our plat-
form, a widget-based representation has been 
constructed to display the service framework 
uniformly. For the service function, the service 
provider needs to specifically provide some oper-
ations to display the generated data.

E describes the extension of the SDM, the core 
of which is the extension of transformation T.

The SDM provides an abstract structure for 
describing and coordinating heterogeneous ser-
vice in a unified way. Such a component model 
facilitates specifying the interoperability and data 
exchange between services in the high-level spec-
ification. In addition to this, an operable com-
ponent needs to be constructed to support the 
third-party service access and the visualization of 
services.

Here, we introduce an IFrame-based imple-
mentation of the SDM by using web front-end 
technology, such as HTML5 and JavaScript. An 
IFrame is an HTML document embedded inside 
another HTML document on a webpage. The 
Iframe is often used to insert content from anoth-
er source (e.g., a web-based service) into a web 
page. Although an Iframe behaves like an inline 
image, it can be configured with its own controls 
independent of the surrounding page’s contents. 
Therefore, Iframe is fully suitable for being a visu-
alization template of the SDM. Not only can it be 
constructed and modified by service providers 
easily, but it can also be used to display the nat-
ural characteristics of an SDM instance graphi-
cally. We developed a visualization template to 

describe the SDM with IFrame, as shown in Fig. 
3. Because the Iframe instance is quite verbose, 
we use a comprehensive template to show how 
it can be developed. Some comments have been 
added to this template to show how each piece 
of code corresponds to the element in the SDM. 
At the beginning of the Iframe template, a depen-
dency library for Iframe should be invoked by 
the service provider. When a dependency library 
is selected, the SDM instance will make an ini-
tial visual appearance; here, the pre-categorized 
dependency library has been prepared in advance 
to reduce the burden on the service provider. 
The IFrame service template provides a unified 
representation, which is useful for RESTful and JS 
services that do not have standard descriptions. 
Based on such template, end users can conve-
niently access some simple third-party services in 
our service library. 

SRM
The SRM, a structurized explicit data flow, can 
describe the business logic in a natural way. An 
SRM is defined by a tuple:

SRM = <f, ME, MS>, 

where f describes a data flow that transmits data 
from a service output attribute to a service input 
attribute. ME indicates that data flow f must be 
grammatical matching between the attributes, that 
is, the data type of output end in f can be accept-
ed by the type of input end. In the platform, 
some dependency relationship sets have been 
constructed for the data types. If the attributes of 
the data flow have a dependency relationship, we 
argue that the data flow is grammatical matching. 
When composing the services via the SRM, the 
system will automatically compute whether the 
data flow is grammatical matching.

MS represents that data flow f must be seman-
tic matching between the attributes, that is, the 
data semantics of output end in f can be accept-
ed by the input end. In the platform, a seman-

Figure 3. Visualization template describing the SDM with Iframe.

<html>
<head>
	 <script citing dependency library to imeplement Iframe in LSCE, 
		  // i.e., implementation of SF > </script>
	 <script> definition of Inputs, Outputs & Transformation for atom-services, : 
		  LSCE.setInfo({ 
				    basic information of atom-service //i.e., implementation of SD 
		  }).addInputs({ 	 //i.e., implementation of AI and T 
			   definition of Input name & type; 
			   definition of execution action corresponding to input name. It will be  
				    triggered as soon as data arrives. 
				    — invoking service operation to manipulate data.; 
				    — invoking output port to transmit data; 
		  }).addOutputs ({     // i.e., implementation of AO 
				    definition of Output name & type; 
		  }) </script> 
	 <script> user-defined inline operation to manipulate data.  
		  // i.e., implementation of E </script> 
	 <script> scripts to render Iframe page // i.e., implementation of VP </script> 
</head> 
<body> web page contents of atom-service </body> 
</html>
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tic tree of service attribute concepts have been 
constructed; thus, the semantic relationship of 
two attributes can be obtained from this tree. Sim-
ilarly, the system can automatically check whether 
the data flow is semantic matching.

The SRM is actually a constraining data flow 
by which services can communicate with each 
other more reliably. Data flow graphs composed 
by SRMs can be used instead of the business 
logic (as control flow) between services; their 
expressive ability is described in detail in the next 
section. Compared to a conventional data flow, 
such flows specified by the SRM are structured 
objects that intuitively represent entity relations in 
the outside world. Thus, one can quickly describe 
manual applications with these SRMs. Not only 
can an SRM support the capability of distributed, 
heterogeneous applications, but it also facilitates 
the development of applications in a natural man-
ner. The SRM provides an implicit control pattern 
that is relatively usable by ordinary users, and its 
expressive power has been proven to be reliable 
through our previous work [10]. Moreover, our 
approach has also been demonstrated to be feasi-
ble by an analysis of the control flow patterns (an 
industry standard in the Workflow Patterns Initia-
tive) and are supported to illustrate the expressive 
power of the business process.

Because the SRM is a highly visual notation, 
a graphical representation will make the service 
development even more usable. We introduce a 
scalable vector graphics (SVG) implementation 
to render the SRM into a pipeline. Utilizing these 
graphical pipelines, ordinary users can describe 
an application as a graph in a natural manner, 
and the connection between the graph and the 
system procedure can be visualized seamlessly. 
Moreover, a series of operations related to an 
SRM must be implemented to control the graph 
drawing. Figure 4 gives an example of SRM 
operation, ”path.wire.” When the “click” event 
is captured, the path.wire will be executed to 
automatically create a pipeline according to the 
mouse position.

SCM
The SCM is used to specify the service creation 
process from requirements to data flow graphs. 
SCM is defined by a quad:

SCM=<DR, SR, SDG, SRMs>, 

where DR describes the related data to develop a 
mashup service. SR describes the alternative ser-
vices that might be used by the mashup service. 
SDG describes a service dependency graph that 
implies the interaction relationships of services in 
the mashup. SRMs describes a data flow graph of 
the mashup service, which is the outcome of the 
SDM.

The SCM provides a data-driven development 
pattern that can help end users create mashup 
applications. It is actually a graph creation process 
that relies on service attributes (i.e., data) and ser-
vice dependencies. The following are the specific 
steps in the generation of a mashup service.

Step 1: According to the requirement for a 
mashup service, the end user needs to analyze 
the related data entities for the mashup initially. 
If there are some new services selected for SR 
in step 2, the developer can also extract related 
middle data entities from their service attributes 
iteratively.

Step 2: The end user should search and add 
the services according to the new data entities in 
step 1. If an added service is selected by the mid-
dle data entity of another service, the dependen-
cy relationship between these two services needs 
to be established.

Step 3: The service dependency graph needs 
to be checked to see whether it forms a complete 
dependency pathway from the initial services to 
the final services, by means of end users’ domain 
knowledge or real-world experience. If there are 
some missing service attributes in the dependency 
graph, corresponding data entities will be added 
in the DR, and the end user needs to repair the 
dependency graph from step 1 again. 

Step 4: According to the dependency graph, 
the user should complete all the data connections 
among services and simulate the execution effect 
of this mashup service. If the data flow graph 
works well, its service script will be deployed into 
the execution environment.

Through the above steps, ordinary users can 
develop a new service in a natural way. In the 
whole process, the focus is on the data (i.e., ser-
vice attributes), which are easily understood and 
acquired by ordinary users. Thus, ordinary users 
can also construct service dependencies through 
their domain experience. Clearly, the creation 
method of the SCM is more loosely coupled as 
a result.

To make the connection between the data 
flow graph (i.e. SRM combinations) and the 
system procedure seamlessly, a service logic 
script corresponding to the data flow graph is 
also required that can be directly executed by 
machines. Here, we choose JSON as the service 
logic script of SRM combinations, and thus, the 
expression of service logic can be rapidly parsed 
by a core kernel for JavaScript.

SEM
The SCM describes how different atomic service 
instances interact with each other to create a 
higher level service using event-triggered patterns. 
The service logic of the SCM is specified by the 
set of connections between events (i.e., service 
attributes) and components, together with the 
Initial and Final Events. The execution of the func-
tionalities of an atomic service is the responsibility 

Figure 4. An operation definition for the SRM.

path.wire{
	 handler: function ( e ) {
	 isAttribute: false
	 lineNumber: 4298
	 listenerBody: “function ( e ) {
		  //Discard the second event of a jQuery.event.trigger() and
		  //when an event is called after a page has unloded
	 return typeof jQuerey !==core_strundefined
	 && (!e || jQuery.event.triggered !==e.type) ?
	 jQuery.event.dispatch.apply (eventHandle.elem, argumetns ) : undefined; }”
	 node: path
	 sourceName: “file:///.libs/jquery.js”
	 type: “click”
	 useCapture: false
}
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of the base service implementation, whereas the 
execution of the service logic is the responsibility 
of the service logic engine. We introduce a ser-
vice execution model as the core of the service 
logic engine. The SEM is defined as follows:

SEM = <SCM, Eventatomic, Eventcomposited>,

where SCM is described in the JSON format. 
Eventatomic is the atomic event, which means a 
single event is received by an application at a spe-
cific time, and can be defined as ep = ep (id, a, t, 
l), where id is the primitive event’s unique identifi-
er; a = {a1, a2, , am}, m > 0, is the primitive event’s 
attribute set, t is the primitive event’s occurrence 
time, and l is the primitive event’s location of 
occurrence. Eventcomposited is the composited 
event, which means an event set that includes 
several atomic events with specified combina-
tion relation, and received from multiple events 
deriving from the application or passed between 
service primitives during application execution. It 
can be defined as ec = ec (id, a, c, ts, te), te >= ts, 
where c = {e1, e2, , en}, n > 0, is an event set that 
includes several primitive events or composite 
events whose elements collectively constitute the 
composite event; ts and te are the starting and 
ending times of the composite event, respectively.

Different events can be combined to gener-
ate a composite event. A composite event inher-
its all characteristics of its source events, and its 
occurrence time is also determined by the source 
events’ occurrence times. This combination of 
events is defined by the event combination rela-
tion as follows.

The service logic engine exposes one endpoint 
per service composition on which it receives all 
the event notifications. Once a notification has 
been correlated with the service instance to 
which it belongs, the service logic engine will 
process the event according to the appropriate 
event-triggered pattern and will invoke one or 
more components on the atomic service exe-
cution containers. The service engine is imple-
mented using Node.js, which makes it possible 
to support high concurrency; the events will be 
dispatched to a related Event Handler according 
to the dispatching strategy. The Event Handler 
only processes the related event logic, unless the 
Event Handler must process some extra logic that 
has a linkage effect on others, such as message 
passing or even launching a process workflow 
with multiple nodes. The core idea of the service 
execution container is based on the FBP model, 
and the complex business process is split into sep-
arate processing units that consist of components 
with specific functions. Thus, the business process 
can be viewed as a network composed of compo-
nents. Components are connected by edges that 
pass data between them. Data will be processed 
by each processing unit when passing through 
the network and finally provide a result. Compo-
nents communicate with each other by ports. A 
connection is attached to a component by means 
of a port. The communicating procedure will be 
triggered according to the event-driven mecha-
nism. The initial message trigger will receive this 
message. This message may come from the Event 
Handler in the Event Broker or passed by a proto-
col, such as HTTP or WebSocket, outside the FBP 

Execution container. For compatibility, the JSON 
data format is used to describe the network. The 
network is divided into two parts: the compo-
nent set and the connection set. The component 
set contains information such as a component’s 
name and path. The connection set defines the 
connectivity between components.

Implementation and Illustration
This section shows how an ordinary user can cre-
ate the useful Smart Parking Lot (SPL) service pro-
cess mentioned in the above use case. For the 
sake of simplification, we just illustrate the search-
ing and path planning of the SPL. First, the end 
user should analyze the key data entities required 
by the SPL following the steps in the SCM, and 
enumerates six data entities of SPL. Second, the 
user needs to find the applicable services for the 
SPL based on the above data entities, which con-
sist of five necessary services for the SPL: locating 
agent, parking lot searching, client input agent, 
route planning, and client output agent. Third, the 
end user constructs the dependency relationships 
among the services. Finally, the user should drag 
and drop the data flow graph of SPL in the SCE. 
The illustration of the development of SPL with 
the SCM is shown in Fig. 5.

Lessons Learned
The first lesson is that the introduction of a light-
weight service mashup platform provides the 
capabilities for ordinary users to use and invoke 
telecom services into their existing web pages 
easily without any programming requirements. 
Unlike the existing open APIs and graphical 
SCEs of telecom networks, which are designed 
for experienced developers and are difficult for 
ordinary users to use, this platform can support 
ordinary Web 2.0 users in utilizing telecommuni-
cations service composition in an ad hoc fashion 
and substantially lowers the technical threshold. 
It is possible to cultivate a potentially promising 
long-tailed market for telecom operators.

The second lesson is that the granularity of 
the basic services used in service mashup is an 
important parameter related to the intuitiveness 
of service composition. In other words, higher 

Figure 5. Service mashup environment and SPL demonstration.
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abstraction levels result in more intuitive SCEs. 
To help users understand the features provided 
by the available services and the effect that each 
service may have on the overall composition, we 
must develop representations of services as visual 
objects that abstract from technical details, for 
example, their programmatic interface or com-
munication protocol. Users should be asked to 
manipulate (e.g., add, remove, or modify) visual 
objects by operating service visualization proper-
ties rather than required to configure the techni-
cal details of services and the composition logic.

The third lesson relates to service composition 
support. Ordinary users do not have extensive 
development knowledge. Providing the graphic 
editor and interface could shield the ordinary user 
from one of the most complex aspects of mash-
ups (i.e., data mappings). Users only need to think 
about the data flow, and the components should 
know which data to use. We also observed that 
ordinary users lack algorithmic thinking abilities 
and would benefit from receiving not only sug-
gestions for individual event/task descriptions but 
also hints regarding how to couple them in the 
right order.

The fourth lesson is that continuous feed-
back is required for service execution. To further 
enhance users’ perceptions of the effects that 
individual actions or services have on the final 
applications and allow users to understand the 
current state and feel of a composition, it is highly 
desirable to provide immediate visual feedback 
on any composition action and support the imme-
diate execution of the resulting mashup. This 

requirement is supported by our observations 
indicating that end users typically have difficulty 
understanding the difference between design time 
and runtime.

Experiments
Usability Experiment for SCE

We recruited a total of 22 participants from 
young university staff and student volunteers 
from the Beijing University of Posts and Telecom-
munications. Participants were asked to fill out 
a questionnaire regarding their computing and 
research evaluation skills before the test, to watch 
a video tutorial about the LSMP platform, and to 
use the tool. This interaction was filmed, as was 
the interview that followed task completion. In 
terms of programming skills, they were equally 
divided into programmers and non-programmers. 
The participants were given four tasks with differ-
ent complexity, which means the number of APIs 
to be mashed up increased, after receiving a short 
tutorial for five minutes. The result of accuracy 
and efficiency is shown in Figs. 6a and 6b: most 
participants completed all the tasks correctly with-
in three minutes. Out of the 88 total tasks, the 11 
programmers completed 86 correct tasks, and the 
11 non-programmers completed 84 correct tasks. 
Moreover, the final level of satisfaction result is 
reported for the participants: about 72 percent of 
participants felt satisfied with the LSMP, 89 per-
cent were interested in continuing to use LSMP 
tool, and 87 percent wanted to recommend it to 
their app development partners.

Figure 6. Experiments: a) completion time; b) accuracy and efficiency; c) comparison of transactions per second; d) comparison of 
response time. 
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Response Time Experiment for SEE
We also compared the response time for our 
proposed SEE and those of the WSO2 mash-
up server and a conventional request-response-
based services coordination engine. In this test, 
the Apache Orchestration Director Engine (ODE) 
was used as the centralized web service orches-
tration and coordination engine. BPEL was used 
to orchestrate a request-response-based SPL ser-
vice. Figure 6c shows the number of transactions 
per second (TPS) for different approaches. For the 
conventional request-response services coordina-
tion approach, the maximum number of transac-
tions per second is 74, and the average number 
of transactions per second is 64. For the WSO2 
mashup server, the maximum number of transac-
tions per second is 118, and the average number 
of transactions per second is 88. However, in the 
case of our LSMP, the maximum number of trans-
actions per second is 167, and the average num-
ber of transactions per second is 130. Figure 6d 
shows the corresponding response times for the 
three different approaches. For the Apache ODE 
BPEL engine, the maximum response time is 150 
ms, and the average response time is 134 ms; for 
the WSO2 mashup server, the maximum response 
time is 90 ms, and the average response time is 78 
ms; for our LSMP, the maximum response time is 
42 ms, and the average response time is 30 ms. 
Thus, the processing speed of LSMP is faster than 
those of the Apache ODE BPEL engine and WSO2 
mashup server. This is because in those systems, 
there is a central control point that handles the 
“request-response” BPEL process, which may cause 
all messages to propagate along a longer route and 
wait in a central queue for processing. In contrast, 
our LSMP uses the asynchronous communication 
mechanism to support the concurrent coordinated 
execution of multiple services.

Conclusions
This article presents a lightweight service creation 
theory including the SDM, SRM, SCM, and SEM. 
Based on the SDM, SRM, and SCM, we imple-
mented a lightweight SCE with web technology 
to provide a unified development interface to 
package atom-services with existing web-based 
services on the Internet. We also introduce an 
SCM to guide ordinary users in the design and 
implementation of new services via a data-cen-
tric approach, providing a design method for the 
service process with key data as the driving char-
acteristic. We also illustrate an SPL in LSMP, and 
measure and analyze its performance. The results 
show that the lightweight service mashup plat-
form worked well, as expected.
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Abstract

The global mobile traffic is growing expo-
nentially, and currently more than 90 percent 
of the internet traffic depends on TCP for reli-
able transmission. However, it is well known that 
TCP performs quite poorly over unreliable wire-
less networks, while its dynamic TCP flow con-
trol is sensitive to congestion events and tends 
to underutilize the available network capacity. 
Despite these known limitations, the industry 
believes that significant network performance 
enhancement can be achieved through TCP 
optimization, and in particular through solutions 
centered on Split-TCP. In this article we share a 
sample of TCP throughput performance mea-
surements after implementing Split-TCP on com-
mercial 4G LTE and 3G networks. Experimental 
results show that Split-TCP provides average TCP 
throughput gains on the order of 60 percent 
over a 4G LTE network and on the order of 5 
percent over a 3G network. Furthermore, TCP 
throughput gains superior to 200 percent were 
measured for individual TCP connections over 
the 4G LTE network. We expect such throughput 
gains to be even greater when advanced radio 
technologies, such as 5G, are deployed. For 
these reasons, Split-TCP has the potential to be 
widely deployed in both current and next gener-
ation networks.

Introduction
Many studies estimate exponential traffic growth 
in the coming years. For instance,  [1] fore-
casts that the global mobile traffic growth will 
increase eightfold between 2015 and 2020, and 
the monthly mobile data traffic will reach 30.6 
exabytes by 2020; it also points out that traffic 
from wireless and mobile devices will account for 
two-thirds of total IP traffic by 2020. Hence, the 
demands for supporting the dynamically evolv-
ing mobile applications and improving network 
performance become increasingly critical for the 
operators. Particularly, the performance of TCP is 
critical to the end-to-end application performance, 
since more than a decade of internet traffic anal-
ysis consistently shows that more than 90 percent 
of Internet traffic uses TCP in the network [2, 3]. 
As a higher layer protocol, TCP traffic flows across 
both wired and wireless networks; thus, as the 
wireless traffic volume grows exponentially, the 
optimization of TCP performance over wireless 
networks is of critical importance.

Because of the wide range of usage and pop-
ularity of the current Internet protocol (TCP/IP), 
it is very likely that it will be used even more in 
the future, as the Internet Engineering Task Force 
(IETF) standardization community continues to 
improve TCP. For example, one of the activities 
in the TCP research community for the past sev-
eral years has been targeting a multipath TCP 
(MP-TCP) solution [4] that establishes multiple 
parallel TCP connections with multiple addresses 
instead of a single TCP connection. This requires 
the TCP protocol stack to be modified, but it 
still runs over traditional TCP, since each of the 
TCP sub-flows is operated as a traditional TCP 
connection. Thus, the TCP performance improve-
ment with a single TCP connection is still critical 
for end-to-end application performance enhance-
ment.

Although TCP is such a popular protocol, 
it is also known to perform poorly over chal-
lenging radio conditions, where packet losses 
due to transmission errors are misintepreted 
as indications of network congestion. One of 
the mechanisms that may significantly improve 
TCP performance under such challenging radio 
environments is “Split-TCP.” However, the adap-
tive nature of Split-TCP, which still relies on the 
dynamic TCP flow control in response to fluc-
tuating network conditions, remains to be well 
understood and well quantified under realistic 
operational network conditions. One of the 
open points, for instance, is related to quantify-
ing the perceived performance gain by the end 
user, which could be attributed to the Split-TCP 
mechanism. To answer some of these questions, 
we deployed a Split-TCP system in a commercial 
fourth generation (4G) LTE and 3G operator’s 
network in multiple locations.

In this article, we present a TCP packet 
trace analysis; measurements collected from 
seven independent geographical locations 
allow us to evaluate the TCP performance 
gains that are attributed to Split-TCP. The rest 
of the article is organized as follows. The next 
section describes the fundamental LTE pack-
et transmission procedures and the Split-TCP 
mechanism. The network environment along 
with the measurement scenarios for the TCP 
performance analysis are described in the fol-
lowing section. We then show the measure-
ment and analysis results. Finally, the last two 
sections are devoted to lessons learned and 
concluding remarks.

On the Split-TCP Performance over 
Real 4G LTE and 3G Wireless Networks

Bong Ho Kim and Doru Calin

Design and Implementation

The authors share a sam-
ple of TCP throughput 
performance measure-
ments after implementing 
Split-TCP on commercial 
4G LTE and 3G networks. 
Experimental results 
show that the Split-TCP 
provides average TCP 
throughput gains on the 
order of 60 percent over 
a 4G LTE network and 
on the order of 5 percent 
over a 3G network.

The authors are with Nokia Bell Labs.
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LTE Packet 
Transmission Procedures and Split-TCP

The purpose of TCP is to provide reliable, 
connection-oriented service to the applica-
tion layer. Therefore, its end-to-end reliabili-
ty between a host and a data network is an 
important design criterion. TCP was originally 
designed for wired links, where the packet loss 
rate is typically low and packet losses are due 
to congestion in the network. On the other 
hand, wireless systems are more prone to 
errors in the radio channel, which are caused 
by various impairments such as fading, shad-
owing, interference, and propagation losses. 
These effects are challenging to a transport 
layer protocol such as TCP, and are causes of 
performance degradation. The protocol is sen-
sitive in particular to high bit error rates and 
losses, long end-to-end delays, interruptions 
in packet transmission, and wireless link rate 
variability. The following subsection focuses on 
the LTE packet transmission procedures and 
points out the rationale for possible residual 
packet losses over the LTE air link that may 
cause degradation in TCP performance.

LTE Packet Transmission Procedures

In LTE, retransmission of lost packets is handled 
by the hybrid authomatic repeat request (HARQ) 
mechanism in the medium access control (MAC) 
layer and by the ARQ mechanism in the radio link 
control (RLC) layer to increase the reliablity of pack-
et delivery over the air link. LTE technology relies on 
these two mechanisms to fight the errors associated 
with packet transmissions over lossy radio channels. 
In particular, through its fast retransmission capabili-
ty, HARQ is designed to combat dynamic changes 
in radio link conditions caused by fading and inter-
ference, as discussed below.

Figure 1 illustrates the LTE data flow of an IP 
packet from the Packet Data Convergence Pro-
tocol (PDCP) layer through the MAC layer. This 
figure shows the functionalities of each layer, 
including segmentation, concatenation, mul-
tiplexing, and adding protocol headers to the 
data units. PDCP receives upper layer IP pack-
ets as input data and adds PDCP headers on 
top of them. The resulting packets are referred 
as RLC service data units (SDUs). The RLC uses 
segmentation and concatenation mechanisms 
to fill up the RLC payload of the RLC packet 
data units (PDUs). When an RLC SDU cannot 
be included in a given RLC payload because 
the unnocupied size of the corresponding RLC 
PDU is too short, the SDU is segmented and 
transmitted using multiple PDUs. Inversly, if the 
SDU size is smaller than the PDU, the RLC layer 
concatenates multiple SDUs in order to fill up 
the RLC PDU payload. The RLC processes the 
SDUs in order to allow delivery of SDUs in the 
correct order.

The main purpose of the RLC protocol layer 
is to deliver a data packet from/to its peer RLC 
layer via one of the three transmission modes: 
transparent mode (TM), unacknowledge mode 
(UM), and acknowledge mode (AM). The RLC 
AM mode is able to retransmit packets in case a 
loss is detected. The ARQ retransmissions are trig-
gered by either an RLC status report exchanged 

between peers or a failure of a HARQ process to 
deliver a transport block (TB).

In real operational environments, the HARQ 
settings are determined based on the trade-off 
between the desired residual error target post 
HARQ transmissions and the affordable delay 
budget (e.g., more packet retransmissions may 
further reduce the packet loss rate, but at the 
expense of more packet delay in the HARQ pro-
cessing). HARQ has the ability to buffer trans-
port blocks that were not received correctly and 
to perform soft combining across the buffered 
data and the retransmitted transport blocks. The 
HARQ functionality spans the physical and MAC 
layers; the HARQ protocol is part of the MAC 
layer, while the soft combining operation is per-
formed at the physical layer. There is one HARQ 
entity at the MAC layer, and it maintains a num-
ber of parallel HARQ processes. Each HARQ pro-
cess is associated with a HARQ process identifier 
[5]. For an LTE frequency-division duplex (FDD) 
system, there shall be a maximum of eight parallel 
stop-and-wait HARQ processes in the downlink, 
so while some HARQ processes may be locked 
in packet retransmissions, transmission of fresh 
packets is still possible through the other available 
HARQ processes. The mobile terminal, referred 
to as user equipment (UE), determines the chan-
nel quality indicator (CQI) required for link adap-
tation (LA) during packet transmission based on 
measurements of the downlink reference signals. 
The CQI corresponds to the highest modulation 
and coding scheme (MCS) that allows a UE to 
operate under the assumptions of transport block 
error rate (BLER) not exceeding 10 percent during 
the first packet transmission under specific radio 
channel conditions [6]. BLER is a measure of how 
successful a data transmission is over the air at 
the physical and MAC layer levels. In general, the 
BLER decreases with each packet retransmission 
associated with the HARQ process, and in many 
practical cases only a small number of retrans-
missions (e.g., two through four) are required to 
bring the post HARQ packet error rate down to 
1 percent. Nevertheless, such a low packet error 
rate is not satisfactory at the TCP layer, and for 
this reason, the residual packet loss after reach-
ing the maximum HARQ retransmission attempts 
may be further corrected by the ARQ mechanism 
in the RLC layer. This additional error correction 
processing in the RLC layer is expected to bring 

Figure 1.  LTE data flow through the layer 2 protocol stack.
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down the residual packet loss rate to levels as low 
as 10–6, which is consistent with the Third Gen-
eration Partnership Project (3GPP) performance 
guidelines [7] in order to maximize the TCP layer 
performance.

Referemce [8] provides an LTE measurement 
study on throughput, packet delay, and pack-
et loss in an LTE network. This study examines 
the uplink traffic for the transmission rate of 50 
Mb/s. One observes packet losses throughout 
the entire trace and finds out that most packet 
losses are bursty. When packet losses occur, 
the affected burst length is frequently on the 
order of 20 packets and can be even larger 
than 100 packets. This may be attributed to the 
nature of the wireless channel and to its tempo-
ral correlations [8].

Split-TCP Solution

As aforementioned, the TCP throughput is sig-
nifcantly affected by the source-destination 
round-trip time (RTT) and packet loss rate. Since 
the TCP requires receiver acknowledgments for 
every window of data packets sent, TCP through-
put is inversely proportional to the end-to-end 
RTT (RTTe2e) and the square root of the end-to-
end packet loss rate (Pe2e), as shown in Eq. 1 in 
[9]. Thus, the distance and the packet loss rate 
between the server and the end user become bot-
tleneck factors for the TCP throughput and are 
hard to overcome, unless the server is relatively 
close to the end user.

The Split-TCP is one of the mechanisms that 
may significantly improve the TCP throughput 
performance under challenging network condi-
tions, by segmenting the RTTe2e across different 
network segments and by isolating the packet 
loss events to those network segments that are 
the root cause for problems if there are mul-
tiple network segments which have different 
network characteristics. The conceptual Split-
TCP diagram is illustrated in Fig. 2, where the 
TCPRAN is the connection between a mobile 
host (MH) and a Split-TCP host (SH), and the 
TCPWAN is the connection between a far host 
(FH) and the SH.

Split-TCP divides an end-to-end TCPe2e con-
nection characterized by the delay RTTe2e and 
packet loss rate Pe2e into two independent TCP 
connections: a TCP connection in the radio 
access network (TCPRAN) with the RTT delay 
(RTTRAN) and packet loss rate (PRAN) for the 
corresponding TCPRAN connection and another 
TCP connection in the wide area network (TCP-
WAN) with the RTT delay (RTTWAN) and packet 
loss rate (PWAN) for the corresponding TCPWAN 
connection, as depicted in Fig. 2 and represent-
ed in Eq. 1.

TP ∼ 1
RTTe2e* Pe2e

    ∼ 1
RTTRAN + RTTWAN( )* PWAN + PRAN

	 (1)
ETP ∼

min 1
RTTWAN( )* PWAN

, 1
RTTRAN( )* PRAN

	 (2)
This has the effect of isolating the packet loss 

to the network segment that is responsible for 
the packet loss occurrence. Hence, the effec-
tive end-to-end TCP throughput is the minimum 
throughput across the individual TCP connections 
resulting from splitting the link, and the improve-
ment is expressed in Eq. 2. One should remark, 
however, that the TCP throughput gain depends 
on the split point in the network, which is defined 
by the RTTe2e split ratio and by the packet loss 
rates in the TCPRAN and TCPWAN segments.

There are various types of Split-TCP mecha-
nisms, including Indirect-TCP (I-TCP) [10], Aggre-
gate TCP (ATCP) [11], TCP for Mobile Cellular 
Networks (M-TCP) [12], M-TCP+ [13], Enhanced 
Split-TCP (ES-TCP) [14] and Advanced Split-TCP 
(AS-TCP)[15]. The I-TCP solution has capabilities 
for both packet loss event isolation and RTT split 
and provides faster recovery due to relatively 
shorter RTT on wireless links, but it does not main-
tain the end-to-end protocol semantics. M-TCP 
and M-TCP+ are the options that maintain the 
end-to-end protocol semantics, but they aim to 
improve the TCP efficiency, while the wireless link 
suffers disconnections by preventing the sender 
from closing down the congestion window to the 
minimum. The SH using the M-TCP and M-TCP+ 
mechanisms freezes the packet transmission from 
the FH when an air link disconnection is detect-
ed. These mechanisms still propagate the packet 
losses on the wireless network segment into the 
wired network, since the acknowledgment (ACK) 
packets from an MH are instead forwarded to the 
FH. Consequently, these mechanisms lose a main 
benefit of Split-TCP, which is shortening the RTT 
delay for TCP. Shortening the RTT by itself could 
increase the TCP performance significantly, even 
without link condition changes. Among these split 
TCP mechanisms, ES-TCP and AS-TCP are the 
only solutions that have capabilities for both pack-
et loss event isolation and RTT split while main-
taining the end-to-end protocol semantics.

Network Environment and 
Performance Measurement Scenarios

We deployed a Split-TCP system in commercial 
4G LTE and 3G networks in the North Ameri-
can market in order to evaluate the end-to-end 
TCP throughput performance and the perceived 
end-user experience. The network is characterized 
by seven independent geographical regions (i.e., 
R1 through R7), as listed in Table 1, and sepa-
rate Split-TCP systems are deployed in each of the 
seven regions; this table summarizes the combi-
nation of the measurement scenarios considered 
for this analysis. Since the end-to-end network 
delay observed during file downloads depends 

Figure 2. Conceptual diagram of Split-TCP.
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on the relative location of servers and clients, 
we have selected two extreme locations for the 
servers. The two servers, identified as S1 and S2, 
are more than 2000 mi apart from each other. 
As for the location of clients, we identified one 
cell site per region and collected measurements, 
while the number of connected clients is repre-
sentative of a typical user in a moderately loaded 
cell. For example, the peak number of connected 
subscribers is about or below 100 during the mea-
surement in the selected cell site. Furthermore, 
we have selected three client locations within the 
tested cell sites, which are referred to as near-cell 
(NC) for good radio conditions, mid-cell (MC) 
for average radio conditions, and far-cell (FC) for 
poor radio conditions. The guidelines for select-
ing these three locations are specified in Table 1 
with respect to received signal reference power 
(RSRP) zone thresholds. The motivation for these 
placements is to account for the fact that the max-
imum available bandwidth depends on the client’s 
radio conditions and to get a fair sampling of the 
perceived performance within a cell. Furthermore, 
we employed five different file sizes through these 
experiments: 0.5 MB, 1 MB, 5 MB, 10 MB, and 
20 MB. With these conditions, we collected TCP 
packet traces at the network interface in the Split-
TCP host (SH) toward the RAN by repeating 20 
independent file download experiments for each 
file size, with and without TCP optimization (i.e., 
Split-TCP) in order to allow performance compar-
ison. All test scenarios were executed over both 
3G and 4G LTE networks.

Measurement Results and Analysis
We extracted various information from the 
TCP packet traces including download time, 
throughput, goodput, ratio of retransmitted 
data bytes, RTT measurement, duplicate ACK 
packet ratio, number of out-of-order packets, 
and amount of in-flight bytes. In this article we 
show the TCP goodput gain and the ratio of 
retransmitted data bytes. We have noticed that 
the TCP goodput results for the baseline (i.e., 
without TCP optimization) vary widely for some 
test sites, and in particular for the FC locations. 
This variability is likely caused by the fluctua-
tion in the network condition. Since the mea-
surements were done over an uncontrolled live 
network, some of the performance gain com-
parisons may not be sufficiently reliable with a 
small number of measurements. 

Figure 3 shows the TCP goodput performance 
gain over the LTE network, in contrast to the per-
formance with and without TCP optimization. 
The percentage values in the associated tables 
are obtained from averaging across 20 repetitive 
measurements performed per measurement sce-
nario according to Table 1. The seven measure-
ment regions are indexed from R1 to R7 and the 
test client locations (i.e., NC, MC, and FC) are 
clustered together. Figure 3a shows the measure-
ment results using server S1, and Fig. 3b shows 
the results using server S2. The TCP goodput gain 
range is widely spread, and it is as high as 215 
percent, which means that the TCP optimiza-
tion provides goodputs that are more than three 
times faster than the baseline performance (with-
out TCP optimization). Overall, the TCP goodput 
gains are more modest in FC conditions. Because 

of the wide range of performance gains, we set 
two criteria to calculate an aggregated weighted 
TCP goodput gain per measurement region, and 
the weighted contribution values per RF condi-
tion are selected considering the RF condition 
distribution of the connected user devices in the 
measured cells:
•	 Weighted contributions per file size: 45 per-

cent (for file sizes ≤ 1 MB), 30 percent (for 5 
MB file size), and 25 percent (for file sizes ≥ 
10 MB)

•	 Weighted contributions per RF conditions: 
25 percent (for NC), 30 percent (for MC), 
and 45 percent (for FC)
The weighted average graphs in Fig. 3a are 

based on these weighted average criteria. These 
graphs show the average TCP goodput gains for 
the seven regions over both 4G LTE and 3G net-
works, even though the detailed measurement 
results over the 3G network are not shown in this 
article. Referring to the server S1, the region R3 
shows about 120 percent of TCP goodput gain, 
while the overall weighted average TCP good-
put gain across all the seven regions is about 72 
percent over the LTE network and about 6 per-
cent over the 3G network. Similar information is 
displayed in Fig. 3b for the server S2: the overall 
weighted average TCP goodput gain across all 
the seven regions is about 44 percent over the 
4G LTE network and about 3 percent over the 
3G network. One of the reasons for the perfor-
mance gain difference between these two server 
locations is the relative distance between servers 
and clients. Five out of the seven total measure-
ment regions are closer to server S2 compared to 
server S1. This is described in more detail later in 
this section.

Figures 4a and 4b show the percentage of 
retransmitted bytes per measurement scenario 
using (a) server S1 and (b) server S2 over the 4G 
LTE network. Overall, the packet retransmission 
ratio is noticeably low; even 0 percent packet 
retransmission has been observed quite often, 
and most of the time it is below 0.5 percent and 
seldom gets larger than 1 percent. These results 
are collected from the end-to-end TCP connec-
tions, which span across both wireless and wire-
line networks.

Figure 4c represents the TCP sequence num-
ber graphs obtained from all individual TCP traces 
that are collected from the NC locations (good 
radio conditions) in one of the test regions while 
downloading a 10 MB file from the server S1 over 
the 4G LTE network. The group of TCP sequence 
graphs in the upper part of Fig. 4c is collected 

Table 1. Measurement criteria.

Two server locations S1 and S2 (> 2000 miles apart)

Seven cell sites R1, R2, R3, R4, R5, R6, R7

Three client locations per cell site
Near cell (NC): RSRP > –80 dBm  
Mid cell (MC): –100dBm < RSRP < –80dBm  
Far cell (FC): RSRP < –100 dBm

File sizes for 4G LTE 0.5 MB, 1 MB, 5 MB, 10 MB, 20 MB

File sizes for 3G 0.5 MB and 1 MB
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without TCP optimization, while the group of TCP 
sequence graphs in the lower part of Fig. 4c is 
collected with TCP optimization. This indicates 
that the retransmission rate is zero percent; other-
wise, there would be red dot(s) indicating packet 
retransmissions and duplicate ACK packets. Fur-
thermore, the TCP goodput gain for this scenario 
is around 200 percent, which means that the TCP 
optimization renders the download speeds three 
times faster over the baseline performance.

On the other hand, the TCP traces in Fig. 4d 
corresponds to a scenario with about 0.8 percent 
of TCP packet retransmission caused by packet 
losses; in addition, about 10 percent of ACK pack-
ets are duplicate ACKs, and are illustrated as red 
dots. The TCP goodput gain for this scenario is 
about 33 percent, which is noticeably lower com-
pared to the measurements shown in Fig. 4c. One 
of the reasons for the lower performance gain is 

the frequent retransmission timeout (RTO) expira-
tion caused by the burst of packet loss. 

Figure 5 illustrates the distinctive performance 
gain differences between server S1 and server S2. 
These measurements have been collected from 
one of the regions that is very close to server S2. 
Noticeably, the measurements taken with refer-
ence to server S1 show high performance gains, 
while the measurements with reference to server 
S2 show smaller gains. This is because the TCP 
performance gains depend on the available band-
width in the network and network delays. If the 
network bandwidth is underutilized, higher TCP 
optimization gains are expected; on the other 
hand, if the network bandwidth is already saturat-
ed, there is not much room for gains through TCP 
optimization.

Before taking TCP performance measurements 
in Fig. 5, we tested the end-to-end network delays 

Figure 3. 4G LTE TCP goodput gain ( percent) comparison: a) 4G LTE TCP goodput gain (percent): TCP_Opt_OFF vs. TCP_Opt_ON 
(server S1); b) 4G LTE TCP goodput gain (percent): TCP_Opt_OFF vs. TCP_Opt_ON (server S2).
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and the maximum available bandwidth using 
speed tests taken in the proximity of the clients, 
presumably for measuring the available air link 
bandwidth. The average PING delay from a client 
to server S2 is about 40 ms and to server S1 is 
about 130 ms on average. The three speed test 
results identify the approximate bandwidth lim-
its perceived at the locations labeled as NC (i.e., 
25 Mb/s), MC (i.e., 20 Mb/s), and FC (i.e., 14 
Mb/s). Hence, these measurements point out to 
the reference upper bounds per test site, and are 
marked as horizontal floor lines in Fig. 5a. The 
speed test tool gauges how much inbound traffic 
can be handled consistently through a connection, 
determining its maximum sustainable throughput 
(MST). In other words, it provides a reference to 
benchmark how mobile carriers perform at spe-
cific test locations. If the TCP throughput for the 
baseline configuration (without optimization) is 
lower than the reference benchmark, one gets a 
clear indication that the link is underutilized, and 
hence there is room for TCP throughput gains, 
as enabled through TCP optimization. Referring 
to Fig. 5b, a 10 MB file size download at an NC 
location results in an approximately 117 percent 
throughput gain resulting from TCP optimization 
with respect to file downloads from server S1 
(which is further away from the client), while the 
gains are capped to 19 percent with respect to 
file downloads from server S2 (which is closer to 
the client). This is because for the baseline con-
figuration (in the absence of TCP optimization), 
the actual TCP throughput measured through file 

downloads from server S1 was limited to 9 Mb/s, 
which is significantly lower than 25 Mb/s mea-
sured via speed tests, while the TCP throughput 
measured through file downloads from server 
S2 was 21 Mb/s, which is much closer to the 25 
Mb/s benchmark. Post TCP optimization, the TCP 
throughput with server S1 increased from 9 Mb/s 
to 21 Mb/s, which translated into the 117 percent 
gain since the reference baseline for server S1 
was significantly lower in comparison to server S2.

Lessons Learned and Challenges
The poor TCP performance over wireless net-
works is a well-known issue, and it is critical to 
reduce the server-client RTT, to isolate packet 
errors within the wireless network, and to take 
effective corrective actions in order to improve 
the TCP throughput performance. The TCP per-
formance analysis in this article has clearly shown 
the TCP performance limitations over commer-
cially deployed wireless networks, as well as the 
significant performance improvement achieved 
through the Split-TCP optimization. In addition 
to simply splitting a TCP connection, various TCP 
congestion control mechanisms and TCP optimi-
zation parameters have a major impact on the 
TCP performance. Hence, another important 
lesson is that the TCP optimization parameters 
should be carefully selected and adjusted dynam-
ically as much as possible. This is a very challeng-
ing task, since each TCP connection may require 
different optimization configurations, depending 
on its own condition (e.g., based on radio con-

Figure 4. Retransmission bytes ratio (percent) over the LTE network: a) server S1; b) server S2, and TCP sequence number graph with: 
c) 0 percent retransmission and no duplicate ACKs; d) 0.8 percent retransmission and 10 percent duplicate ACKs.

(a)

R1R2R3R4R5R6R7 R1R2R3R4R5R6R7 R1R2 R3 R4 R5 R6 R7 20MB
10MB

5MB
1MB

0.5MB
20MB

10MB
5MB

1MB
0.5MBNC

0.5

Re
Tx

 b
yt

es
 ra

tio
 (%

)

Re
Tx

 b
yt

es
 ra

tio
 (%

)

0.0

1.0

1.5

2.0

(b)

R1

0.5

0.0

1.0

1.5

2.0

R2R3R4R5R6R7

NC
MC

R1R2R3R4R5R6R7

MC
FC

R1 R2 R3 R4 R5 R6 R7
FC

(c)

Time (sec)

TCP optimization

OFF

TCP optimization ON

TC
P 

se
q.

 n
um

.

(d)
Time (sec)

TCP optimization

OFF

TCP optimization ON
TC

P 
se

q.
 n

um
.



IEEE Communications Magazine • April 2017130

ditions, network delay, or traffic type), which is a 
challenging task. We should also mention that the 
frequent TCP optimization in real networks calls 
for more automation.

Conclusion
The Split-TCP mechanism clearly shows a signif-
icant TCP throughput improvement, quantified 
as up to 120 percent in terms of weighted aver-
age TCP goodput gain over a commercial 4G 
LTE network. On the other hand, 3G networks 
operate at lower data rates compared to 4G LTE 
networks and show rather modest gains through 
TCP optimization, limited to 6 percent by the 
same metric of weighted average TCP goodput 
gain. One should emphasize that because of the 
significant differences between the achievable 
air interface rates over 3G and 4G networks, 
3G networks saturate much faster compared to 
4G networks when operating under similar net-
work conditions characterized by network delay, 
packet loss rate, and network congestion levels. 
Because of this, the room for performance gains 
through Split-TCP is limited in 3G networks. On 
the other hand, the 4G operational capacity has 
a broader operational range and present more 
opportunities for performance improvement via 
Split-TCP, aspects that are well represented in 
Fig. 3. Furthermore. to evaluate the operation-
al merits of Split-TCP-based solutions, we have 
considered two server locations with respect to 
reference clients during file download opera-
tions: a far distance server and a much closer 
one. The actual network RTT delay difference 
between a given client and these two server 
locations depends on the explicit location of the 
client at the time of measurments; for reference, 
we have observed an RTT delay difference with 
respect to the two servers, which was as large as 
90 ms. Regardless, the overall throughput gains 
enabled via TCP optimization for both server 
locations were about 60 percent on average 
for the 4G LTE network and about 4 percent 
on average for the 3G network. Significantly 
larger throughput gains (e.g., in excess of 200 

percent), which are attributed to the TCP opti-
mization, were noticed through individual mea-
surements. These field experiments indicate that 
the performance gains enabled through a Split-
TCP optimization may be maximized when the 
end-to-end RTT between a client and a server 
is large and when the network bandwidth is not 
saturated. Thus, we expect that the throughput 
gains enabled via Split-TCP optimization may be 
even greater when advanced radio technologies, 
such as 5G, are deployed since 5G technologies 
will unleash much more capacity compared to 
4G LTE, and the room for performance improve-
ment will be much broader. The implication of 
such significant TCP throughput gains is a better 
quality of experience for the end users, which 
can translate into metrics such as increased data 
transmission rate and reduced number of video 
stalling events. For these reasons, Split-TCP has 
the potential to be widely deployed in both cur-
rent and next generation mobile networks.
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Series Editorial

In this issue of the Integrated Circuits for Communications Series, 
we have selected two articles that highlight recent progress in the 
integrated circuits design of communication systems geared to 

support the rapid increase in demand for capacity. With more than 
one billion smartphones used worldwide, operators are scrambling 
to provide the most attractive package for data services that could 
capture new users to their networks. However, scarce spectrum 
limits the increased use of the network for high bandwidth video 
streaming, videoconferencing, and gaming applications. 

Cellular networks primarily utilize bands allocated through-
out the L-band, as well as the sub-1 GHz and sub-6 GHz ranges. 
Almost none of these bands are contiguous, and each occupies 
only a small portion of the total available aggregated bandwidth. 
Traditionally, at any given time, a cell phone would transmit/
receive within one of these allocated bands (e.g. Band 7, which 
occupies 140 MHz bandwidth). However, such spectral allocation 
would be inadequate to support a large number of subscribers 
using high data rate services. One way out of this predicament is 
to aggregate bandwidths from existing band allocations to increase 
throughput. To this end, in the last few releases of the Third Gen-
eration Partnership Project (3GPP) standard, inter-band carrier 
aggregation (CA) has been defined to allow cellular phones to 
transmit and receive concurrently over non-contiguously allocated 
bands worldwide. For bands with larger bandwidths (e.g., 100 
MHz), intra-band CA is defined to allow aggregation of sub-bands.

While the concept of CA is straightforward, its implementation 
has proven to be quite challenging. In particular, CA stresses the 
design of the RF front-end. The reasons are twofold. First, over the 
last several years, the number of supported CA combinations has 
risen exponentially. Second, multiple transmitters are co-located 
with multiple receivers on the same mobile device. The proximity 
creates an extremely challenging interference environment. The 
large number of CA combinations, if not dealt with properly, can 
lead to an impractically complex design, while the self-interference 
inherent in a CA design can render the device useless. 

In the article “LTE-Advanced Pro RF Front-End Implementations to 
Meet Emerging Carrier Aggregation and MIMO Requirements,” the 
authors discuss circuit architecture trade-offs that need to be consid-
ered to realize RF front-ends supporting CA. A flexible switch-com-
bined architecture is described that enables efficient reuse of multiple 
duplexers and switches to achieve challenging isolation requirements 
among the multiple CA bands while reducing complexity and cost. 
Based on these design considerations, the authors highlight a fully 
integrated RF front-end module that supports B1/B25/B3/B4/B39 
(mid bands) and B30/B40A/B7/B41 (high bands) and all associated 
globally required CA combinations, as well as support for upcoming 
4  4 multiple-input multiple-output (MIMO) designs.

The duplexer within an RF front-end module also enables frequen-
cy-division duplexing (FDD), which allows two-way communications 

with sufficiently low delay required for real-time applications. In FDD, 
two frequency sub-bands separated by the duplex spacing are allocat-
ed for simultaneous transmit and receive. This essentially drops spec-
trum utilization and therefore capacity by 50 percent since to support 
a user in the network, two separate frequency channels are needed: 
one for the transmitter and one for the receiver. Alternatively, time-di-
vision duplex (TDD) utilizes two time slots in a ping-pong fashion, 
whereby one time slot is used for transmit and the other for receive. 
TDD also reduces the spectral efficiency by 50 percent.

In the last several years, a concept referred to as full-duplex 
has received much attention. The idea is to transmit and receive 
simultaneously with no time or frequency separation as is done 
in conventional TDD or FDD systems. If realized, full-duplex can 
therefore improve capacity twofold. However, such an approach 
requires the receiver to prevent a co-located transmitter from 
saturating its own electronics during transmissions, which usually 
overpowers the received signal by more than 100 dB. 

The second article, “Integrated Full-Duplex Radios,” presents 
integrated circuit implementation using low-cost complementary 
metal oxide semiconductor (CMOS) to realize several cancella-
tion approaches needed to combat the strong self-interference 
inherent in full-duplex radios. These include RF frequency domain 
adaptive filtering, feedback utilizing dual-polarized antennas, and 
non-magnetic circulators. The authors also highlight the full poten-
tial of this technology when co-designed with the digital process-
ing, as well as cross-layered optimization between the physical and 
medium access control layers. The article also reveals several unre-
solved challenges, and the authors’ work represents a step toward 
a far-reaching goal that many will be pursuing in the near future.

We would like to take this opportunity to thank all the authors as 
well as reviewers for their contributions to this Series. Future issues 
of this Series will continue to cover circuit technologies that are 
enabling new emerging communication systems. If you are interest-
ed in submitting a paper to this Series, please send your paper title 
and an abstract to either of the Series Editors for consideration.
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Abstract

RF front-end (RFFE) architectures and imple-
mentations are developing new ways to optimize 
LTE-Advanced PRO (Rel 13) multi-component 
carrier aggregation, advanced features to increase 
spectral efficiency such as higher order modula-
tion and higher order MIMO, and the concurrent 
operation of all of these features together. In this 
article, we describe best practices for meeting the 
challenging coexistence, harmonic management, 
linearity, and efficiency performance related to 
the functional partitioning, optimized integration, 
and technology selection of the RFFE. Recent 
trends to improve radio performance are driving 
specific blocks (e.g., the low noise amplifier) into 
the RFFE, with associated architecture changes in 
both primary and diversity paths. Carrier aggrega-
tion features are supported in a number of differ-
ent methods with different insertion loss, isolation, 
and noise figure trade-offs, and here we examine 
benefits of a new category of highly integrated 
diversity receive modules to enhance receiver 
sensitivity across all use cases. Movement toward 
higher order MIMO in the DL is compounding 
additional RF Rx path support and requirements, 
and cost-effective solutions for optimum perfor-
mance trade-offs require a holistic and complete 
RF system view of both Tx and Rx in order to 
address these emerging requirements.

Introduction
As the requirements of future cellular communi-
cations are being realized, there is an enormous 
focus on the following top priorities for user 
equipment (UE) radio and RF front-end (RFFE) 
development:
•	 An incredible demand for higher data rates 

mandates advanced features into the UE.
•	 These features, and especially their simultane-

ous concurrent use, are significantly increas-
ing handset complexity and performance 
challenges.

•	 More robust “always on” connections to the 
Internet with an acceptable cell edge user 
experience, even in the most challenging 
radio environments, are required.
The demand for higher data rates is clear from 

the recently published statistics on mobile data 
growth [1] indicating that global mobile data traf-
fic will grow tenfold in five years, having acceler-

ated to reach 74 percent growth in 2015 alone. 
Smart devices (defined as mobile devices that 
have a minimum of third generation [3G] connec-
tivity and advanced multimedia/computing capa-
bility) accounted for 90 percent of that growth 
figure. Mobile video traffic accounted for 55 per-
cent of total mobile data traffic, and specifically 
for handsets, smartphones (including large screen 
phablets) were responsible for 97 percent of total 
global handset traffic. There is no end in sight to 
this overwhelming trend toward big mobile data 
enabled by smartphones, and as we look ahead 
to 2020, predictions indicate a 53 percent com-
pound annual growth rate (CAGR) in mobile data 
traffic, attaining a total 30 exabytes/mo globally.

LTE-Advanced Pro: Solutions for the 
Challenge of Big Mobile Data

In order to address this explosive demand for data 
rates and total mobile data consumption, manu-
facturers are called to increase data throughput of 
consumer UE. A number of enabling features are 
being standardized and rolled out in commercial 
handset products. The highest priority to date has 
been deployment of carrier aggregation (CA), 
which was introduced in the Third Generation 
Partnership Project’s (3GPP’s) Release 10, and 
involves the addition of more and more carrier 
bandwidth. CA essentially allows mobile opera-
tors to “widen the pipe” and enable higher data 
rates simply by the simultaneous use of more 
spectrum as a dedicated resource to a single user. 
LTE is defined to support flexible channel band-
widths from 1.4 MHz to a maximum of 20 MHz, 
but these critical extra channels (each up to 20 
MHz wide) can be added within a defined band 
of operation (intra-band CA) or in additional dif-
ferent bands of operation (inter-band CA). The 
number of combinations of the channel alloca-
tions and combinations of bands employed for 
CA in the standard has exponentially grown over 
the last several years, as indicated in the summary 
by the 3GPP Release in Fig. 1, and we see the 
continued use of CA as a vital part of increasing 
data rates for consumers [2]. This feature is fur-
ther illustrated in Fig. 2, where the addition of 
component carriers (CCs) that aggregate more 
bandwidth to the signal can benefit users through-
out the entire cell (all the way to cell edge). The 
darker shade of the larger number of aggregated 
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CCs indicates higher throughput as this feature 
linearly increases data rate proportional to the 
total bandwidth employed.

Another technique designed to increase the 
spectral efficiency of bandwidth is to effectively 
increase the data rate in bits per Hertz. Termed 
“higher order modulation,” defined in 3GPP’s 
Release 12 (spring 2015) to be a maximum of 
256-quadratuer amplitude modulation (QAM) 
for the downlink (DL), and 3GPP’s Release 14 
(expected spring 2017) to support a maximum 
of 256-QAM for the uplink (UL). As the standard 
has started with modulations of quadrature phase 
shift keying (QPSK) (2 bits/symbol), to 16-QAM 
(4 bits/symbol), to 64-QAM (6 bits/symbol), and 
now to 256-QAM (8 bits/symbol), the spectral 
efficiency is increased by the factor of bits per 
symbol. This increase in bits/symbol requires a 
correspondingly higher signal strength or signal-
to-noise ratio (SNR), and closer proximity to the 
eNodeB as shown in Fig. 2.

The other new technique being implemented 
extends the number of data streams to increase 
data rates. The application of multiple-input mul-
tiple-output (MIMO) spatial multiplexing effec-

tively transmits multiple data streams (or layers) 
from a number of antennas at the transmitter to 
multiple antennas on the receiver. This applica-
tion uses the spatial differences of the antenna 
reception and multi-path through varying radio 
environments of each data stream in order to 
separate out the overlying signals even though 
they are transmitted at the same frequency. This 
digital extraction of the signals based on known 
unique radio path transfer functions (derived 
from reference signals within each link) enables 
a further multiplication factor of the data rate 
according to the number of transmit/receive 
antennas that are employed. As an example of 
the DL signals, if four data streams are transmit-
ted from the base station (eNodeB) and four 
separated antennas with low envelope correla-
tion coefficient are used for reception at the UE 
handset, this 4  4 DL MIMO link will be able to 
support two times the data rate of a 2  2 DL 
MIMO link (two antennas at the eNodeB and 
two antennas at the UE) and four times a sin-
gle (1  1, or single-input single-output [SISO]) 
antenna reception. The application of MIMO 
requires SNR to function adequately and may 

Figure 1. a) Mobile data traffic per month and traffic growth predictions 2015–2020 (1 exabyte = 1018 bytes) [1]; b) exponential 
growth in the definition of band combinations employed for carrier aggregation as part of the 3GPP standard [2]; c) North Ameri-
ca example of requirements for downlink CA combinations across 2DL, 3DL, 4DL, and 5DL use cases.

Growth in introduction of 3GPP specified CA
combinations by release

Mobile data traffic growth prediction

a)

c)

b)
2015

3.7 EB

Ex
ab

yt
es

 p
er

 m
on

th

2016 2017 2018 2019 2020

5

10

15

20

25

30

35

0
Rel 10

Nu
m

be
r o

f C
A 

co
m

bi
na

tio
ns

Rel 11 Rel 12 Rel 13 Rel 14

200

100

300

400

500

600

0

6.2 EB

9.9 EB

53% CAGR 2015 - 2020

14.9 EB

21.7 EB

30.6 EB

546

Total CA combinations=900

123107

213

Band groups
LB/MB

2DL CA combinations
5/2, 5/66, 12/2, 12/66, 13/2, 13/66, 29/2, 29/66

LB/HB 5/7, 12/7, 5/30, 12/30, 29/30
LB/LAA 5/46, 12/46, 13/46
MB/MB 2/4, 2/66, 2/2, 4/4, 25/25, 66/66
MB/HB 2/30, 2/7,m 4/30, 66/7
MB/LAA 2/46, 66/46
HB/LAA 7/46, 41/46

Band groups
LB/LB/LB/MB

4DL CA combinations
2/5/12/12, 4/5/12/12

LB/LB/MB/MB 2/2/12/12, 2/2/5/5, 2/4/12/12, 2/4/5/5, 2/5/5/66, 4/4/12/12,
LB/LB/MB/HB 2/5/5/30, 4/5/5/30
LB/MB/MB/MB 13/66/66/66, 2/13/66/66, 2/2/13/66, 2/2/5/66, 2/5/66/66,
LB/HB/LAA/LAA 5/7/46/46

Band groups
LB/LB/MB/MB/HB

5DL CA combinations
2/2/5/5/30, 2/4/5/5/30, 4/4/5/5/30

LB/HB/LAA/LAA/LAA 5/7/46/46/46
LB/LAA/LAA/LAA/LAA 5/46/46/46/46
MB/LAA/LAA/LAA/LAA 2/46/46/46/46, 4/46/46/46/46, 66/46/46/46/46
HB/LAA/LAA/LAA/LAA 7/46/46/46/46

LB: B12, B13, B29, B5, B26
MB: B2, B25, B4, B66
HB: B7, B30, B41

License assisted access (LAA): B46

LB/LAA/LAA/LAA 13/46/46/46, 28/46/46/46, 5/46/46/46
MB/MB/MB/MB 2/2/66/66, 2/66/66/66
MB/MB/HB/HB 2/4/7/7

MB/LAA/LAA/LAA 2/46/46/46, 4/46/46/46, 66/46/46/66
HB/LAA/LAA/LAA 7/46/46/46

Band groups
LB/LB/LB

3DL CA combinations
5/12/12

LB/LB/MB 2/12/12, 2/5/5, 4/12/12, 4/5/5, 5/5/66
LB/LB/HB 5/5/30
LB/MB/MB 12/66/66, 13/66/66, 2/12/66, 2/13/66, 2/5/66
LB/HB/HB 5/7/7

LB/LAA/LAA 13/46/46, 5/46/46
MB/MB/MB 2/66/66
MB/MB/HB 2/7/66
MB/HB/HB 2/7/7, 4/7/7

MB/LAA/LAA 2/46/46, 4/46/46, 46/46/66
HB/LAA/LAA 7/46/46



IEEE Communications Magazine • April 2017136

require stronger signals with less interference 
and closer proximity to the eNodeB than a corre-
sponding lower data rate SISO operation, as also 
demonstrated in Fig. 2.

The technology can also be used to boost 
the SNR by transmitting additional copies of the 
same data stream and using the multiple receiv-
ing antennas to decompose the same effective 
data stream using pre-coding and the difference in 
radio environments of each antenna to improve 
the reception of that one data stream. The SNR 
of a single (SISO) reception can effectively be 
doubled when the same data stream is encoded, 
transmitted from two separate antennas at the 
eNodeB, and received by two antennas on the 
UE, providing 3 dB in “diversity gain.” This con-
cept of diversity can be further applied to four 
antennas for yet another doubling of SNR (or 3 
dB more increase) for the same data stream, and 
an extended range or extended distance from the 
eNodeB. In a 2015 study of the impact of 4  4 
MIMO on DL data rates and coverage in their 
B41 network, U.S.-based carrier Sprint demon-
strated large increases in throughput across a 
large SNR range, effectively improving data rates 
50–60 percent at cell edge through SNR gains 
and diversity gain, and leveraging sufficient SNR 
to improve throughput 45 percent at mid-cell and 
22–38 percent at cell center [3]. Similar studies by 
Orange in 2012 indicated a 60 percent increase 
in average throughput in upgrading from 2  2 
to 4   4 DL MIMO [4], and more recently SK 
Telecom indicated a 42 percent average through-
put increase with 4  4 MIMO vs. 2  2 [5]. This 
technology of packing more bits into the exist-
ing spectrum is extremely attractive to the oper-
ators, who are required to pay so much for the 
fundamentally limited resource of that available 
spectrum. The increase of throughput throughout 
the cell and improvement all the way to the criti-
cal cell edge user experience at the outer extent 
of Fig. 2 is part of the reason behind the rapid 
adoption of 4  4 MIMO on the DL of higher tier 
handsets.

This diversity transmission mode and the use of 
multiple antennas for spectral efficiency, robust-
ness against multipath, diversity benefit, and SNR 
improvement is such a powerful concept that the 
LTE standard mandated that all UEs must have at 
least two active simultaneous receive antennas 
for any given operation in any given band, and 
as we add bands in CA, each is similarly added 
using two simultaneously active receivers. A fur-
ther modification of this concept of diversity also 
includes “antenna switched diversity,” effectively 
selecting from a number of available antennas 
to choose the best of those, and operating from 
fewer antennas with less current consumption but 
with better overall performance because of that 
enabling choice.

In describing the coverage of these DL fea-
tures throughout the cell, as shown in Fig. 2, it 
is actually the case that cell edge performance 
in LTE-Advanced (LTE-A) is most often limited 
by UL power from the UE [3]. Support for even 
higher data rates in the UL force the spreading 
of limited UL power across a wider spectrum in 
UL CA, causing further decreases in the individ-
ual power per resource block in dBm per Hertz. 
This is compounded by the challenge of meeting 
emissions requirements and necessary transmis-
sion at lower total powers from the UE as the 
transmit spectrum widens on the UL. However, 
higher data rates inherently require elevated SNR 
and signal quality. As seen in Fig. 2, closer to the 
base station, uplink power to preserve the link 
becomes less of a limitation, and the priority for 
higher DL data rate and the DL SNR become the 
limiting factors. With carrier networks’ attention 
on DL video driving enhanced mobile broad-
band (eMBB), there is an increasing focus on 
enhancements to the DL.

To attain faster data rates and improve net-
work efficiency, mobile network operators and 
device manufacturers employ multiple combina-
tions of these advanced features in LTE-Advanced 
Pro. For example, the calculation of the resulting 
data rate for a standard LTE DL signal employ-

Figure 2. Downlink LTE-Advanced features and impact on data rate throughout the cell.
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ing diversity gain for a single data stream at cell 
edge in the outer extent is shown in Fig. 2. For 
this demonstration, we consider a single QPSK 
20 MHz DL channel, where each subframe is 1 
ms long and consists of two time slots with seven 
symbols each. Each of those QPSK symbols con-
sists of 2 bits, with 20 MHz bandwidth containing 
1200 such 15 kHz resource element subcarriers 
for a total of 33.6 Mb/s. About 75 percent of 
these bits are useful data, while around 25 per-
cent are overhead due to the physical DL control 
channel (PDCCH), reference signal, synchroniza-
tion signals, PBCH, and some coding. This brings 
our QPSK 20 MHz DL SISO baseline peak data 
rate at the outer extent of the cell to 25.2Mb/s. 
When we apply the enhanced features previous-
ly described nearer the eNodeB with sufficient 
SNR and signal quality available, the benefit of 
256-QAM (factor of 4 increase), 4  4 DL MIMO 
(factor of 4 increase), and 5  20 MHz channel 
CA (factor of 5 increase), all multiply to a result-
ing peak data rate of 2.016 Gb/s. LTE-Advanced 
Pro enables greater than 1 Gb/s data rates in the 
UE, and the complexities of network density, fea-
ture support, and UE performance determine the 
coverage area and distance from the eNodeB, as 
well as robustness of the achievable data rates 
throughout the cell [6].

Specific Architecture and Performance 
Challenges of Downlink Carrier 

Aggregation
As the explosion in number of required CA com-
binations in Fig. 1 shows, the RFFE must support a 
large number of complex simultaneous RF paths. 
When considering DL CA where a single trans-
mit signal is combined with one or more paired 
receive channels, two of the more challenging 
use cases are those that fall into the following cat-
egories:

•	 A harmonic of the transmit channel falls 
directly onto one of the active receive chan-
nels.

•	 The inter-band CA involves two signal bands 
whose Tx and/or Rx passbands are relatively 
close together.
For the first case, where the harmonic of 

a lower frequency band falls into a CA partner 
receive band, there is an example shown in Fig. 
3 depicting the specific cases of B8/B3 (2nd har-
monic of B8 Tx 880–915 MHz falls into the B3 Rx 
band 1805–1880 MHz) and B8/B7 (3rd harmon-
ic of B8 Tx 880-915 MHz falls into the B7 Rx band 
2620–2690 MHz). The harmonic levels (around 
–10 dBm) are significantly higher than the typical 
noise of the transmitter and must be attenuated to 
a level below –85 dBm before the low band input 
of the diplexer in order to avoid desensing the 
B3 and/or B7 primary/diversity receivers. Multi-
ple additional isolations within the front-end must 
be well below this challenging attenuation of the 
conductive path. Overall harmonic management 
is a difficult balance of shielding, distributed low-
loss harmonic filtering, and grounding for opti-
mal isolation that is critically aided by integration 
and proper partitioning of PA+Duplexer+Switch 
module packages (PAiDs). The second prima-
ry challenge is related to the merging of close-
ly spaced bands, and an example of this is also 
shown in the two example implementations in 
Fig. 3. On the left in Fig. 3a, closely spaced bands 
are permanently ganged together in large groups, 
so-called N-plexer filter arrays, demonstrated here 
with a 7-plex to deliver B1/B3/B7, B1/B3/B40, 
and B7/B40, a 5-plexer to deliver B1/B41 and 
B3/B41, and a diplexer to deliver B39/B41. This 
approach is a common brute force architecture 
that leverages a fixed set of specific CA com-
binations, and enables less calibration for the 
fewer possible RF path configurations, but with-
out co-design with the antenna switch to enable 

Figure 3. Example implementation options for primary PA+Duplexer+ASM module (PAiD) carrier aggregation support of B8/B1, B8/
B3, B8/B7, B1/B3/B7, B1/B3/B40, B7/B40, B1/B41, B3/B41, and B39/B41: a) permanently ganged N-plexer filter configuration; 
b) more optimal switch-combined approach having lower loading loss and less filter duplication.
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reconfiguring or switching filter combinations in 
and out using the switch. The increasing loading 
losses as more filters are ganged, along with the 
inflexible configuration to address additional CA, 
is compounded here by the inability to gang fil-
ters whose passbands overlap, such as B39/B1/
B3 and B7/B41. In order to deliver all of these 
combinations, filters need to be duplicated in the 
ganged arrangements at some cost and area pen-
alty. In contrast, the solution on the right employs 
a flexibly configured switch able to simultaneous-
ly engage two arms to connect and join various 
combinations of filters for different CA pairings 
(e.g., the ASM switch arms in Fig. 4b connecting 
to both the B1B3 quadplexer and the B7 duplex-
er to achieve B1/B3/B7 3DL CA) . This not only 
enables all of the specific CA combinations to be 
delivered, but also eliminates five filters compared 
to the ganged approach. This also exhibits much 
lower insertion loss when single band operation 
is engaged because no additional filter loading is 
switched in. This advantage of better single band 
operation is a critical factor for the cell edge user 
experience, perhaps the most common and most 
important priority of field use cases. When the fil-
ters are switched in and simultaneously conjoined 
to a common RF path, their loading and relative 
impedances both in-band and out-of-band must 
be managed extremely carefully in an integrated 
design. This is similar to the permanent ganging 
example in Fig. 3a, but the difference is that the 
loading loss is only suffered when in CA opera-
tion. As the number of CA combinations involving 
overlapping bands continues to increase accord-
ing to Fig. 1, flexibly switch-combined architec-
tures will be preferred for performance and cost 
consideration. The primary receiver block dia-
grams shown in Fig. 3 of course need to be sup-
plemented with the mandatory additional receive 
chains to support receiver diversity, along with 
the additional receivers required for higher order 
MIMO on the DL in the complete phone solution. 
Figure 3 depicts only the primary (one of the four) 
to focus in on the significant challenges of sup-
porting both Tx and Rx on that primary antenna 
feed, but for 4  4 DL MIMO support, there must 
be 4 active receivers on 4 dedicated antennas, as 
described later in Fig. 5.

Optimization of RF Front-End 
Receiver Architectures

The historical partitioning and implementation of 
the transceiver RF integrated circuit (RFIC) and 
the RFFE is shown in Fig. 4a. Transceiver design 
and interface with the front-end is complicated 
by demand to support the exploding number of 
bands and CA combinations, along with the sheer 
number of simultaneous transmit and receive 
chains required. Originally, differential receiver 
inputs were employed to make full use of com-
mon-mode rejection and leverage the advantages 
of limited voltage swing and limited headroom 
against aggressively shrinking complementary 
metal oxide semiconductor (CMOS) gate dimen-
sionality and associated lower supply and break-
down voltages. As the number of transmitter and 
receiver pins started to grow, the shrinking CMOS 
supply voltages started to limit the actual com-
mon mode rejection benefits due to requirements 
for pseudo-differential implementations (which 
are not fully differential with shared tail currents). 
At the same time, the die/transceiver solution size 
started to become fundamentally limited by the 
number of pins, and the required matching net-
works for differential interfacing became too cost-
ly in PCB phone board layout space. It became 
clear that these receiver RF interfaces needed 
to migrate to become single-ended, and so they 
have. Differential receive interfaces on the fre-
quency-division duplex (FDD) filters gave way to 
single-ended interfaces, and acoustic filter manu-
facturers found ways to continue to improve the 
smaller filter’s isolation and insertion loss despite 
the change.

LTE’s introduction with Release 8 of the 3GPP 
standard in 2008 required that receiver diversity 
be employed as a mandatory requirement (2  
2 DL with two antennas at the eNodeB and two 
antennas at the UE receiver), doubling the num-
ber of active receivers. Transmission modes were 
defined to leverage the capability of full 2   2 
DL MIMO for data rate advantage in high SNR 
radio environments, as well as the diversity gain 
benefits of 2  2 Rx diversity gain at cell edge 
to overcome fading multipath and extend the 
range of the DL signal connection. LTE-A’s intro-

Figure 4. Receiver link budget for: a) RFIC integrated LNA; b) external LNA in the RFFE, demonstrating 1.5 dB lower NF for the eLNA 
solution in the primary receiver, and 2.8 dB lower NF for the eLNA solution in the diversity receiver.
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duction in Release 10 of DL CA-enabled sum-
mation of simultaneous component DL carriers 
through simultaneous and separate receive paths 
significantly increased the available spectrum and 
data throughput for each individual user. This 
constrains the number of physical receiver paths 
needing to be increased to support concurrent 
use. This effectively means that paths could not 
be reused because they were both active at the 
same time carrying different signals that needed 
to be conditioned independently of one another. 
LTE-Advanced Pro, added in Release 13, is the 
natural extension of this concept, in the form of 
an optional feature to support 4  4 DL MIMO, 
which again doubles the number of potentially 
simultaneous active receive chains.

In order to maintain the required orthogonality 
and low envelope correlation coefficient in the 
handset, the physical location of these separate 
antennas requires relatively large trace losses and 
cross-UE cable insertion losses to get back to the 
transceiver where the LNA inputs were located. 
It became clear that in order to optimize perfor-
mance, the switching, filtering, and LNA need to 
be as close as possible to the physical antenna. 
Once the signal is amplified with low noise figure 
(NF) in the LNA, post-LNA loss in both the sig-
nal and elevated noise level have less challenge 
against the thermal noise floor, and the overall 
SNR is preserved despite the extra post-LNA loss-
es. When the diversity antenna is on the opposite 
side of the UE, as shown in Fig. 4a, the cross-UE 
trace and/or cable losses can be in excess of 
1–2 dB, and this adds directly to the overall NF 
as a direct penalty to Rx sensitivity. If the LNA is 
placed remotely, close to the antenna as shown 
in Fig. 4b, the loss before the LNA is minimized. 
The noise figure impact due to loss after the LNA 
is reduced by the amount of that gain, typically a 
linear reduction factor of ∼ 40–65. As illustrated 
in the example of Figs. 4a and 4b, the NF reduc-
tion between the architecture with the LNA in the 
transceiver and loss between transceiver and the 
antenna vs. the LNA placed remotely close to the 
antenna with less insertion loss before the LNA is 
2.8 dB for this diversity receiver case.

It is primarily for this performance benefit that 
Rx diversity modules have been developed to be 
placed as close as possible to the antenna. Some 
additional benefit is gained from the facts that 
the external LNA matched specifically to the inte-
grated Rx filter can show much lower noise fig-
ure (roughly 0.8 dB vs. 2 dB at 2 GHz), and all of 

the surface mount components required for input 
matching of the LNA are integrated in the mod-
ule, no longer taking up space on the phone PCB.

For the primary receiver, a similar analysis 
shows incremental benefits as a function of the 
architecture and LNA improvements such that 1.5 
dB improvement in Rx sensitivity can be achieved 
with an external LNA (eLNA) in the RFFE, as 
opposed to an LNA integrated in the transceiver, 
as demonstrated in the left portion of Fig. 4. This 
performance advantage alone is compelling, but 
is supplemented by the benefits of not requiring 
any matching components between the Rx path 
in the RFFE and the transceiver input, reducing the 
cost and area required on the phone board. The 
primary receiver also faces more challenges in the 
rejection of the Tx carrier power leakage onto the 
active primary receive path than does the diver-
sity receiver, which benefits from the antenna 
isolation. Differences like these between primary 
and diversity receive drive slightly different filter 
attenuation requirements and the associated extra 
insertion loss that comes with higher out-of-band 
attenuation, and are a large part of optimizing the 
components as configured in Fig. 4b.

When considering the connectivity of the 
front-end to support 4  4 MIMO DL, four sep-
arate antennas with low envelope correlation are 
required, and typically are designed for maximal 
isolation and physical separation in the four cor-
ners of the UE. The requirement for four good 
antennas with similar radiated performance is a 
significant challenge given the volume constraints 
for reasonable radiation efficiency and the typical-
ly thin metal chassis form factor of modern smart-
phones. Support for the lowest frequency bands is 
the most difficult, where antenna aperture tuning 
and priority are employed to salvage the extreme-
ly narrowband radiation efficiency of the lower 
frequency radiators/exciters. No more than two 
antennas supporting lower frequencies below 960 
MHz are possible, and thus only bands above 1.7 
GHz are considered viable for 4  4 MIMO fea-
ture support in modern form factor UEs. An inter-
esting aspect of the antenna configuration is the 
requirements for two antennas supporting lower 
frequency, shared for > 1.7 GHz cellular support 
as well. With two additional antennas support-
ing > 1.7 GHz, all as orthogonal as possible with 
low envelope correlation coefficient, this config-
uration drives a common antenna system of the 
four antennas that tends toward a common anten-
na interface of four feeds, as depicted in Fig. 5. 

Figure 5. Receiver antenna connectivity and link budget for 4  4 MIMO DL support.
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Whereas previous implementations across original 
equipment manufacturers (OEMs) in support of 
LTE had a range of two- to four-antenna solutions, 
going forward support of 4  4 DL MIMO forces 
a more converged four-antenna solution across 
most smartphones. The remote placement of the 
LNA and corresponding integrated modules as 
close as possible to the four antenna feeds are 
critical to reduce loss and overall noise figure, and 
the RFFE is depicted in Fig. 5.

Diversity Receive Integrated Modules 
for CA and Higher Order MIMO

The design of these advanced diversity receive 
modules requires multiple technologies optimized 
for switching, acoustic filtering, and active LNAs, 
which must be co-designed to leverage the ben-
efits of hybrid assembly in multi-chip module 
packaged integration. The filter itself is specifical-
ly matched to the input impedance of the LNA, 
minimizing trace loss and other matching trans-
formation insertion losses for the lowest noise 
figure. Thus, managing out-of-band attenuation 
requirements, all with careful co-design of other 
filters that may be switch-combined in CA pair-
ing within the same module as described earlier, 
is important. The discrete solution is unable to 
switch-combine filters in flexibly programmed CA 
pairings due to long trace losses and phase shifts 
on the phone PCB, and the overall discrete solu-
tion is commonly twice as large as the integrated 
module containing comparable band support. As 
more bands become required, the size advan-
tage of the integrated solution will become even 
greater. The higher frequency bands (> 1.7 GHz) 
within the UE are all candidates to support 4  
4 MIMO on the DL. However regional operator 
demand for the feature and whether the UE is 
designed as a global smartphone to support all 
regional requirements will determine the number 
of bands, and which ones, are populated to sup-
port 4  4 MIMO. An example of a global diver-
sity receive module is shown in the block diagram 
and module photograph of Fig. 6 that supports 
B1/B25/B3/B4/B39 (mid bands) and B30/B40A/

B7/B41 (high bands) and all associated globally 
required CA combinations. This module serves as 
a CA-capable MB/HB diversity receive module, 
but can also be placed additionally to support 4 
 4 MIMO in the DL of these same bands with 
connection to the other available antenna feeds, 
as shown in the RFFE architecture of Fig. 5.

Conclusion
The incredible demand for mobile data capaci-
ty, ever rising data rates, and higher quality user 
experience throughout the cell is driving very 
complex features into modern smartphones. 
LTE-Advanced Pro is answering the call, enabling 
expanded bandwidth in the form of CA, increased 
spectral efficiency of that bandwidth by employ-
ing higher order modulations, and higher order 
MIMO techniques. Critical aspects of spectral effi-
ciency to make the best possible use of the lim-
ited spectrum resource and significantly improve 
throughput throughout the entire cell are com-
pelling reasons for the accelerating demand for 4 
 4 MIMO. The emphasis on DL presented here 
is simply to address the predominant asymme-
try of present networks for download of video 
and other content. Fundamental limitations of 
the networks based on uplink power have also 
been described. In order to keep up with the 
exponential growth in mobile data, concurrent 
application of these features of CA, higher order 
modulation, and 4  4 MIMO must be used. Sup-
porting each of these features is a challenge for 
the RF front-end, but complications of insertion 
loss, noise figure, isolation, and self-desense are 
further compounded when they are all engaged 
simultaneously. Architectures on the primary path 
to address DL CA challenges, trade-offs of ganged 
filtering vs. switched combined filter topologies, 
advantages of LNA placements closer to the 
antenna, architectures to support 4  4 MIMO, 
and a specific example of a MIMO and CA-capa-
ble diversity receive module have been described. 
Both transmit and receive, across all antenna con-
nectivity, and incorporating all the capabilities and 
limitations of the transceiver and modem must 
be considered in a holistic system perspective to 

Figure 6. Diversity receiver module SKY13750 supporting B1/B25/B3/B4/B39 (mid bands) and B30/B40/B7/B41 (high bands), and a 
module photograph.
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address these complex RF subsystem challenges 
for next generation handset implementations.

References
[1] Cisco, “Cisco Visual Networking Index: Global Mobile 

Data Traffic Forecast Update, 2015–2020,” 3 Feb. 2016; 
http://www.cisco.com/c/en/us/solutions/collateral/ser-
vice-provider/visual-networking-index-vni/mobile-white-pa-
per-c11-520862.html; accessed Dec. 1, 2016.

[2] 3GPP 36.101 “Evolved Universal Terrestrial Radio Access 
(E-UTRA) User Equipment (UE) Radio Transmission and 
Reception Specification, Rel. 14.2.1, Jan. 14,2017.

[3] H. Sava, “LTE-Advanced, Higher Order MIMO, CA, and 
Increased UL Tx Power,” Proc. IWPC Wksp., Madrid, Spain, 
May 11–13, 2015.

[4] J.-B. Landre, Z. El Rawas, and R. Visoz, “Realistic Perfor-
mance of LTE: In a Macro-Cell Environment,” Proc. IEEE VTC-
Spring, 2012 Yokohama, Japan, 2012, pp. 1–5.

[5] Y. Kim et al., “Performance Analysis of LTE Multi-Antenna 
Technology in Live Network,” Proc. URSI Asia-Pacific Radio 
Science Conf., Seoul, Korea, 2016, pp. 1302–05.

[6] GSMA, “Unlocking Commercial Opportunities: From 4G 
Evolution to 5G,” Feb. 1, 2016; http:/www.gsma.com/net-
work2020; accessed Dec. 1, 2016.

Biographies
David R. Pehlke [SM] (David.Pehlke@skyworksinc.com) is cur-
rently a senior technical director of Systems Engineering at Sky-
works Solutions. He received his Ph.D. and M.S.E. in the areas 
of solid-state device physics and technology optimization of III-V 
compound semiconductors from the University of Michigan 
and his S.B.E.E from MIT. Previous work experience includes the 
Rockwell Science Center, Ericsson Mobile Platforms, Silicon Lab-
oratories and ST-Ericsson, and Skyworks. He presently chairs the 
IEEE Buenaventura Communications Society Chapter.

Kevin Walsh is currently a senior director of Mobile Product 
Marketing at Skyworks Solutions. He received a B.S.E.E. in 
microwave engineering and solid state semiconductors from 
the University of Massachusetts with advanced technical mar-
keting work with Worcester Polytechnic Institute and Caltech. 
He has gathered extensive marketing experience in mobile sys-
tems from experience at IBM Semiconductor, Siemens Micro-
electronics, RF Micro Devices, and Skyworks Solutions. He has 
responsibility for long-term product roadmap and mobile oper-
ator engagements, and is working on moving products into the 
emerging 5G ecosystem. 

mailto:David.Pehlke@skyworksinc.com
http://www.cisco.com/c/en/us/solutions/collateral/service-provider/visual-networking-index-vni/mobile-white-paper-c11-520862.html;
http:/www.gsma.com/network2020


IEEE Communications Magazine • April 2017142 0163-6804/17/$25.00 © 2017 IEEE

Abstract

Full duplex wireless has drawn significant inter-
est in the recent past due to the potential for 
doubling network capacity in the physical layer 
and offering numerous other benefits at higher 
layers. However, the implementation of inte-
grated full duplex radios is fraught with several 
fundamental challenges. Achieving the levels of 
self-interference cancellation required over the 
wide bandwidths mandated by emerging wireless 
standards is challenging in an integrated circuit 
implementation. The dynamic range limitations 
of integrated electronics restrict the transmitter 
power levels and receiver noise floor levels that 
can be supported in integrated full duplex radi-
os. Advances in compact antenna interfaces for 
full duplex are also required. Finally, networks 
employing full duplex nodes will require a com-
plete rethinking of the medium access control 
layer as well as cross-layer interaction and co-de-
sign. This article describes recent research results 
that address these challenges. Several generations 
of full duplex transceiver ICs are described that 
feature novel RF self-interference cancellation 
circuits, antenna cancellation techniques, and a 
non-magnetic CMOS circulator. Resource allo-
cation algorithms and rate gain/improvement 
characterizations are also discussed for full duplex 
configurations involving IC-based nodes.

Introduction
One of the long-held precepts of wireless com-
munication has been that it is impossible for a 
wireless device to transmit and receive at the 
same time and at the same frequency because of 
the resulting self-interference (SI). Recent efforts 
have challenged this wisdom, opening the door to 
full duplex (FD) wireless, which has the potential 
to immediately double network capacity at the 
physical (PHY) layer and offers many other bene-
fits at the higher layers.

The concept of FD communication is certainly 
not entirely new. The earliest pre-electronic tele-
phone handsets used hybrid transformers to iso-
late the earpiece from the microphone, enabling 
FD communication on a two-wire loop to the cen-
tral office. In the realm of wireless, the Plessey 
Groundsat system of the 1970s was a mili-
tary-specification FD wireless system capable of 
operating over radio channels within the 30–76 
MHz VHF band.

However, achieving FD operation in commer-

cial wireless applications, such as cellular com-
munications and WiFi, is fraught with several 
challenges. The fundamental challenge associated 
with FD wireless is the tremendous transmitter 
(TX) SI, or echo, that appears at the receiver (RX). 
This SI can be anywhere between 90–120 dB (a 
billion to a trillion times) more powerful than the 
desired signal depending on the application. This 
powerful SI is further susceptible to the uncer-
tainties of the wireless channel (e.g., frequency 
selectivity and time variance) and the imperfec-
tions of the transceiver electronics (nonlinear dis-
tortion and phase noise, to name a couple). These 
challenges are further exacerbated when integrat-
ed implementations targeting cost-sensitive and 
form-factor-constrained mobile devices are con-
sidered. Finally, to fully utilize the benefits of FD 
communication, wireless systems will require a 
fundamental rethinking of not only the PHY layer 
but also the medium access control (MAC) layer, 
and a careful co-design of the two.

Initial research performed a few years ago 
established the feasibility of SI cancellation and 
FD operation in commercial wireless applications 
using laboratory bench-top equipment and off-
the-shelf components [1]. More than 100 dB SI 
cancellation has also been demonstrated in [2] 
for military applications. However, the self-inter-
ference cancellation (SIC) techniques utilized 
in these works are fundamentally not compati-
ble with small-form-factor/integrated circuit (IC) 
implementations. More recently, research on inte-
grated FD radios and associated SI cancellation 
techniques has emerged [3–7].

This article reviews recent research at Colum-
bia University on integrated FD radios spanning 
RF, analog and digital SIC, FD antenna interfaces, 
and non-magnetic complementary metal oxide 
semiconductor (CMOS) circulators that enable 
single-antenna FD [3–5, 8, 9]. This article also 
touches on the FlexICoN project at Columbia, 
which is taking a holistic cross-layered approach 
to develop FD radios and networks from PHY to 
MAC. It covers resource allocation algorithms and 
rate gate/improvement characterizations for FD 
configurations involving IC-based FD nodes.

Challenges Associated with 
Integrated Full Duplex Radios

Figure 1 depicts the block diagram of an FD radio 
that incorporates antenna, RF, and digital SI sup-
pression. The indicated transmitter and minimum 
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received signal power levels are typical of WiFi 
applications. Also depicted are various transceiver 
non-idealities that further complicate the SI sup-
pression problem.

Achieving > 100 dB SI Suppression

The power levels indicated in Fig. 1 necessitate 
> 110 dB SI suppression for WiFi-like applica-
tions. Such an extreme amount of cancellation 
must necessarily be achieved across multiple 
domains (here, antenna, RF and digital), as > 100 
dB precision from a single stage or circuit is pro-
hibitively complex and power inefficient. The sup-
pression must be judiciously distributed across the 
domains, as suppression in one domain relaxes 
the dynamic range requirements of the domains 
downstream. Furthermore, all cancellation circuits 
must be adaptively configured together — optimi-
zation of the performance of a single cancellation 
stage alone can result in residual SI that is sub-op-
timal for the cancellers downstream.

Transceiver Non-Idealities

The extremely powerful nature of the SI exacer-
bates the impact of non-idealities such as non-
linearity and phase noise, particularly for IC 
implementations. For instance, nonlinearity along 
the transmitter chain will introduce distortion 
products. Antenna and RF cancellation that tap 
from the output of the transmitter will suppress 
these distortion products, but linear digital can-
cellation will not as it operates on the undistort-
ed digital signal. Depending on the amount of 
antenna and RF cancellation achieved, the analog 
receiver front-end may introduce distortion prod-
ucts as well, as may the RF cancellation circuitry. 
Nonlinear digital cancellation may be employed 
to recreate and cancel these distortion products, 
but the associated complexity and power con-
sumption must be considered. Local oscillator 
(LO) phase noise can pose problems as well. If 
a common LO is used for the transmitter and the 
receiver, the phase noise in the transmitted and 
the received SI will be completely correlated, 
enabling its cancellation in the receiver downmix-
er. However, delay in the SI channel will decor-

relate the phase noise, resulting in residual SI that 
cannot be cancelled. Figure 1 depicts transceiver 
performance requirements calculated for two dif-
ferent SIC allocations across domains, one anten-
na-heavy and the other digital-heavy.

SI Channel Frequency Selectivity and 
Wideband RF/Analog SI Cancellation

The wireless SI channel can be extremely frequency 
selective. Compact antennas can be quite narrow-
band, and the front-end filters that are commonly 
used in today’s radios even more so. The wireless 
SI channel also includes reflections off nearby 
objects, which will feature a delay that depends 
on the distance of the object from the radio. Per-
forming wideband RF/analog cancellation requires 
recreating the wireless SI channel in the RF/analog 
domain. Conventional analog/RF cancellers feature 
a frequency-flat magnitude and phase response, 
and will therefore achieve cancellation only over 
a narrow bandwidth (BW). Wideband SIC at RF 
based on time-domain equalization (essentially an 
RF finite impulse response [FIR] filter) has been 
reported in [1] using discrete components. How-
ever, the integration of nanosecond-scale RF delay 
lines on an IC is a formidable (perhaps impossible) 
challenge, and therefore alternate wideband ana-
log/RF SIC techniques are required.

Compact FD Antenna Interfaces

FD radios employing a pair of antennas, one for 
transmit and one for receive, experience a direct 
trade-off between form factor and transmit-re-
ceive isolation arising from the antenna spacing 
and design. Therefore, techniques that can main-
tain or even enhance transmit-receive isolation, 
possibly through embedded cancellation, while 
maintaining a compact form factor are highly 
desirable. Compact FD antenna interfaces are also 
more readily compatible with multiple-input mul-
tiple-output (MIMO) and diversity applications, 
and promote channel reciprocity, which is useful 
at the higher layers. For highly form-factor-con-
strained mobile applications, single-antenna FD 
is required, necessitating the use of circulators. 
Traditionally, circulators have been implemented 

Figure 1. Block diagram of an FD radio featuring antenna, RF and digital SI suppression, along with a depiction of the various transceiv-
er non-idealities that must also be managed for effective FD operation.
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using ferrite materials, and are costly, bulky, and 
not compatible with IC technology. Novel tech-
niques for high-performance non-magnetic inte-
grated circulators are of high interest.

Adaptive Cancellation

The SIC in all domains must be reconfigurable 
and automatically adapt to changing operation 
conditions (e.g., supply voltage and temperature) 
and, most importantly, a changing electromag-
netic (EM) environment (i.e., wireless SI channel), 
given the high level of cancellation required. This 
requires the periodic (or perhaps even continu-
ous) usage of pilot signals to characterize the SI 
channel, the implementation of reconfigurable 
cancellers (which is more challenging in the 
antenna and RF domains), and the development 
of canceller adaptation algorithms.

Resource Allocation and Rate Gains for 
Networks with Integrated FD Radios, and 

Rethinking MAC Protocols

The benefits of enabling FD are clear: the uplink 
(UL) and downlink (DL) rates can theoretically be 
doubled (in both random access networks, e.g., 
WiFi, and small cell networks). That, of course, is 
true, provided that the SI is cancelled such that 
it becomes negligible at the receiver. Hence, 
most of the research on FD at the higher layers 
has focused on designing protocols and assessing 
the capacity gains while using models of recent 
laboratory bench-top FD implementations (e.g., 
[1]) and assuming perfect SI cancellation. How-

ever, given the special characteristics of IC-based 
SI cancellers, there is a need to understand the 
capacity gains and develop resource allocation 
algorithms while taking into account these charac-
teristics. These algorithms will then serve as build-
ing blocks for the redesign of MAC protocols for 
FD networks with integrated FD radios.

Integrated 
RF Self-Interference Cancellation

To address the challenge related to integrated RF 
cancellation across a wide bandwidth (BW), we 
proposed a frequency-domain approach in con-
trast to the conventional time-domain delay-based 
RF FIR approach [3]. To enhance the cancella-
tion BW, second-order reconfigurable bandpass 
filters (BPFs) with amplitude and phase control 
are introduced in the RF canceller (Fig. 2a). An 
RF canceller with a reconfigurable second-order 
RF BPF features four degrees of freedom (ampli-
tude, phase, quality factor, and center frequency 
of the BPF). This enables the replication of not just 
the amplitude and phase of the antenna interface 
isolation [HSI(s)] at a frequency point, but also the 
slope of the amplitude and the slope of the phase 
(or group delay). The use of a bank of filters with 
independent BPF parameters enables such replica-
tion at multiple points in different sub-bands, fur-
ther enhancing SIC BW. Essentially, this approach 
is frequency-domain equalization (FDE) in the RF 
domain.  In Fig. 2a, which represents a theoreti-
cal computation on the measured isolation of a 

Figure 2. Integrated wideband RF SIC based on frequency-domain equalization (FDE): a) FDE concept and two-port Gm-C N-path filter 
with embedded variable attenuation and phase shift; b) chip photo of the implemented 0.8-to-1.4 GHz 65 nm CMOS FD receiver 
with FDE-based SIC in the RF domain featuring a bank of two filters; c) transmit-receive isolation of an antenna pair without SIC, 
with conventional SIC (theoretical), and with the proposed FDE-based SIC.
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pair of 1.4 GHz antennas that are described in 
greater detail below, two BPFs with transfer func-
tions  Ĥ1(s) and  Ĥ2(s) emulate the antenna inter-
face isolation in two sub-bands, resulting in an 
order-of-magnitude improvement in the SIC BW 
over a conventional frequency-flat RF canceller.

For FDE, reconfigurable RF filters with very 
sharp frequency response (or high quality fac-
tor) are required. The achievable quality factor 
of conventional LC-based integrated RF filters has 
been limited by the quality factor of the induc-
tors and capacitors that are available on silicon. 
However, recent research advances have revived 
a switched-capacitor circuit-design technique 
known as the N-path filter that enables the imple-
mentation of reconfigurable, high-quality filters 
at RF in nanoscale CMOS IC technology [10]. 
Figure 2a depicts a two-port N-path filter, where 
RS and RL are the resistive loads at the transmit 
and receive sides, respectively. CC weakly couples 
the cancellation signal to the receiver input for 
SIC. The quality factor of an N-path filter may be 
reconfigured via the baseband capacitor CB, given 
fixed RS and RL. Through clockwise/counter-clock-
wise (only counter-clockwise connection is shown 
in Fig. 2a for simplicity) connected reconfigurable 
transconductors (Gm), an upward/downward 
frequency offset with respect to the switching 
frequency can be introduced without having to 
change the clock frequency [10]. Variable atten-
uation can be introduced by reconfiguring RS and 
RL relative to each other. Interestingly, phase shifts 
can be embedded in a two-port N-path filter by 
phase shifting the clocks driving the switches on 
the output side relative to the input-side clocks as 
shown in Fig. 2a [3]. All in all, the ability to inte-
grate reconfigurable high-quality RF filters on chip 
using switches and capacitors uniquely enables 
synthesis of nanosecond-scale delays through FDE 
over time-domain equalization.

A 0.8–1.4 GHz FD receiver IC prototype with 
the FDE-based RF SI canceller was designed and 
fabricated in a conventional 65 nm CMOS tech-
nology (Fig. 2b) [3]. For the SIC measurement 
results shown in Fig. 2c, we used a 1.4 GHz nar-
rowband antenna-pair interface with peak isola-
tion magnitude of 32 dB, peak isolation group 
delay of 9 ns, and 3 dB of isolation magnitude 
variation over 1.36 to 1.38 GHz. The SI canceller 
achieves a 20 dB cancellation BW of 15/25 MHz 
(one/two filters) in Fig. 2c. When a conventional 
frequency-flat amplitude- and phase-based can-
celler is used, the SIC BW is about 3 MHz (> 8 
lower). The 20 MHz bandwidth over which the 
cancellation is achieved allows our FD receiver 
IC to support many advanced wireless standards 
including small-cell LTE and WiFi.

Compact Full Duplex Antennas 
Employing Reconfigurable 

Polarization-Based SI Cancellation
The suppression of the SI within the antenna inter-
face itself has significant advantages, as it relaxes 
the dynamic range requirements on the RF, ana-
log, and digital blocks in the receiver chain as well 
as the RF/analog and digital SIC circuits. While 
contemplating SI suppression at the antenna, it is 
important to keep in mind that FD antenna interfac-
es must also exhibit a compact form factor, preserve 

their radiation patterns, and maintain SI suppression 
in the presence of a changing EM environment. 
Prior antenna-domain SI suppression approaches 
only partially satisfy these requirements [11]. In par-
ticular, they are typically static approaches that are 
unable to respond to a changing environment.

The antenna-electronics interface offers a 
unique opportunity to blend EM, RF, analog, 
and digital concepts to create “smart” antennas 
that achieve novel functionality. In particular, the 
antenna domain offers another degree of freedom, 
wave polarization, apart from the conventional 
amplitude, phase, and frequency, which are the 
workhorses of the electronic domain. Orthogo-
nal polarizations can be exploited to enhance 
transmit-receive isolation, and, more interestingly, 
embed reconfigurable SIC.

Using this insight, we recently developed 
a wideband reconfigurable polarization-based 
antenna cancellation technique for FD. The tech-
nique is depicted in Fig. 3a and employs a pair of 
compact co-located antennas for the TX and the 
RX that use orthogonal polarizations to enhance 
the initial TX-to-RX isolation. Additionally, an auxil-
iary port that is co-polarized with the TX antenna 
is introduced on the RX antenna and terminat-
ed with a reconfigurable reflective termination 
(essentially a programmable filter). Since this port 
is co-polarized with the TX antenna, it “steals” a 
small portion of the transmitted signal, thus cre-
ating an indirect coupling path between the TX 
and RX ports. The signal in the indirect path is 
conditioned through the reflective termination 
and then couples to the RX port. By configuring 
the reflective termination appropriately, SIC can 
be achieved at the RX port. Through the imple-
mentation of a higher-order reflection termina-
tion, our technique can mimic the direct path’s 
magnitude and phase as well as their slopes at 
multiple frequency points to achieve wideband 
cancellation in a manner similar to the FDE tech-
nique described earlier. The electronically pro-
grammable nature of this reflective termination 
also allows SIC to be reconfigured in-field in the 
face of a changing EM environment.

A 4.6 GHz antenna prototype employing this 
technique was built (Fig. 3b), and achieves more 
than 50 dB isolation over 300 MHz bandwidth [8]. 
This represents a 20 improvement in isolation 
bandwidth over conventional techniques. A strong 
reflector (a metallic plate) was also placed near the 
antenna during measurement, and the ability to 
reconfigure and recover the cancellation despite the 
reflector’s presence was demonstrated (Fig. 3b).

Such antenna-electronics co-design techniques 
readily translate to higher frequencies where 
antennas are naturally smaller and interface more 
tightly with the IC. Recently, we reported a trans-
ceiver IC that combines FD with millimeter-waves 
[4]. Merging millimeter-waves with FD can poten-
tially offer the dual benefits of wide bandwidths 
and improved spectral efficiency, a step toward 
delivering the tremendous increase in capacity 
demanded by emerging wireless standards. As 
shown in Fig. 3c, our 60 GHz FD transceiver IC 
employs the reconfigurable wideband polariza-
tion-based antenna cancellation discussed ear-
lier. The reconfigurable reflective termination is 
implemented on the chip. To improve the SI sup-
pression further, an RF canceller from the TX out-
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put to the low-noise amplifier (LNA) output is also 
included in the transceiver. The complete 60 GHz 
FD transceiver architecture and its chip micro-
photograph are shown in Fig. 3d. It is implement-
ed in a 45 nm silicon-on-insulator (SOI) CMOS 
process and achieves the highest integration 
level among FD transceivers irrespective of the 
operation frequency. In conjunction with digital 

SIC implemented in MATLAB after capturing the 
baseband (BB) signals using an Agilent 54855A 
oscilloscope (essentially an 8-bit 20 GSps ADC), a 
total SI suppression of nearly 80 dB was achieved 
over 1 GHz BW, enabling the world’s first millime-
ter-wave FD link over a distance of almost 1 m. 
Figure 3e shows the demonstration setup using a 
100 MHz offset continuous wave (CW) signal and 

Figure 3. Polarization-based reconfigurable wideband antenna cancellation: a) concept; b) 4.6 GHz TX/RX antenna pair prototype 
and associated measurement results; c) 3D implementation view of a 60 GHz FD transceiver employing the proposed antenna 
cancellation; d) 60 GHz fully integrated FD transceiver architecture and IC microphotograph; e) 60 GHz FD link setup and demon-
stration.
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1 Gb/s binary phase shift keying (BPSK) as the 
received and the transmitted signal (SI), respective-
ly. In the absence of antenna and RF SIC, the RX 
output is dominated by SI. Engaging the antenna 
and RF SIC enables the discerning of the desired 
signal. Digital cancellation in MATLAB (a 100-
tap adaptive LMS filter with a settling time of 16 
ms) further suppresses the SI, resulting in an even 
cleaner received signal with a signal-to-interfer-
ence-noise-and-distortion ratio (SINDR) of 7.2 dB.

Integrated Non-Magnetic Circulator 
for Single-Antenna Full Duplex

Highly-form-factor-constrained mobile applica-
tions, particularly at RF frequencies where the 
wavelength is considerably higher, demand sin-
gle-antenna solutions. Single-antenna FD also 
ensures channel reciprocity and compatibility with 
antenna diversity and MIMO concepts. However, 
conventional single-antenna FD interfaces, that is, 
non-reciprocal circulators, rely on ferrite materials 
and biasing magnets, and are consequently bulky, 
expensive and incompatible with silicon integra-
tion. Reciprocal circuits, such as electrical-balance 
duplexers, have been considered, but are limited 
by the fundamental minimum 3 dB loss in both 
TX-antenna (ANT) and ANT-RX paths.

As mentioned earlier, non-reciprocity and 
circulation have conventionally been achieved 
using the magneto-optic Faraday effect in ferrite 
materials. However, it has recently been shown 
that violating time invariance within a linear, pas-
sive material with symmetric permittivity and per-
meability tensors can introduce non-reciprocal 
wave propagation, enabling the construction of 
non-magnetic circulators [12]. However, these 
initial efforts have resulted in designs that are 
either lossy, highly nonlinear, or comparable in 
size to the wavelength, and are fundamentally not 
amenable to silicon integration. Recently, we intro-
duced a new non-magnetic CMOS-compatible cir-
culator concept based on the phase-non-reciprocal 
behavior of linear, periodically time-varying (LPTV) 
two-port N-path filters that utilize staggered clock 
signals at the input and output [9].

N-path filters, described earlier in the context 
of FDE, are a class of LPTV networks where the 
signal is periodically commutated through a bank 
of linear, time-invariant (LTI) networks. We found 
that when the non-overlapping clocks driving the 
input and output switch sets of a two-port N-path 
filter are phase shifted with respect to each other, 
a nonreciprocal phase shift is produced for signals 
traveling in the forward and reverse directions as 
they see a different ordering of the commutat-
ing switches (Fig. 4a). The magnitude response 
remains reciprocal and low-loss, similar to tradi-
tional N-path filters. To create non-reciprocal wave 
propagation, an N-path filter with ± 90° phase 
shift is placed inside a 3l/4 transmission line loop 
(Fig. 4b). This results in satisfaction of the bound-
ary condition in one direction (–270° phase shift 
from the loop added with –90° from the N-path 
filter) and suppression of wave propagation in 
the other direction (–270° + 90° = –180°), effec-
tively producing unidirectional circulation. Addi-
tionally, a three-port circulator can be realized by 
placing ports anywhere along the loop as long 
as they maintain a l/4 circumferential distance 

between them. Interestingly, maximum linearity 
with respect to the TX port is achieved if the RX 
port is placed adjacent to the N-path filter (l = 0), 
since the inherent TX-RX isolation suppresses the 
voltage swing on either side of the N-path filter, 
enhancing its linearity.

A prototype circulator based on these concepts 
operating over 610-850 MHz was implemented in 
a 65 nm CMOS process. Measurements reveal 
1.7 dB loss in TX-ANT and ANT-RX transmis-
sion, and broadband isolation better than 15 dB 
between TX and RX (the narrowband isolation 
can be as high as 50 dB). The in-band ANT-RX 
IIP3 is +8.7 dBm while the in-band TX-ANT IIP3 
is +27.5 dBm (OIP3 = +25.8 dBm), two orders 
of magnitude higher due to the suppression of 
swing across the N-path filter. The measured clock 
feedthrough to the ANT port is –57 dBm, and IQ 
image rejection for TX-ANT transmission is 49 dB. 
Techniques such as device stacking in SOI CMOS 
can be explored to further enhance the TX-ANT 
linearity to meet the stringent requirements of 
commercial wireless standards. Clock feedthrough 
and IQ mismatch can be calibrated by sensing 
and injecting appropriate BB signals through the 
N-path filter capacitor nodes as shown previously 
in the literature.

A 610–850 MHz FD receiver IC prototype 
incorporating the non-magnetic N-path-filter-
based passive circulator and additional analog 
BB SI cancellation (shown in Figs. 4c and 4d) was 
also designed and fabricated in the 65 nm CMOS 
process [5]. SI suppression of 42 dB is achieved 
across the circulator and analog BB SIC over a 
BW of 12 MHz. Digital SIC has also been imple-
mented in MATLAB after capturing the BB signals 
using an oscilloscope (effectively an 8-bit 40 MS/s 
ADC) (Fig. 4e). The digital SIC cancels not only 
the main SI but also the IM3 distortion generated 
on the SI by the circulator, receiver, and canceller. 
A total of 164 canceller coefficients are trained by 
800 sample points. After digital SIC, the main SI 
tones are at the –92 dBm noise floor, while the SI 
IM3 tones are 8 dB below for –7 dBm TX average 
power. This corresponds to an overall SI suppres-
sion of 85 dB for the FD receiver.

Resource Allocation and 
Achievable Rate Improvements in FD

Cancelling SI to a negligible level is extremely 
challenging. Therefore, we have been considering 
the following questions: How much can be gained 
given a realistic canceller residual SI profile and 
signal strength? And when does it make sense to 
use FD over legacy time-division duplex (TDD)? 
These questions need to be addressed in the con-
text of a hybrid network with both FD and legacy 
half-duplex (HD) nodes, as illustrated in Fig. 5a. 
As a first step and in order to obtain fundamental 
understanding, in [13, 14] we focused on a single 
FD bidirectional link with orthogonal channels 
(e.g., orthogonal frequency division multiplexing 
— OFDM), and obtained analytic and algorithmic 
resource (power, time, and frequency) allocation 
results that quantify the achievable rate improve-
ments as a function of SI-to-noise ratios (XINRs) 
and signal-to-noise ratios (SNRs).

To model achievable rates on the UL and 
DL, we used Shannon’s capacity formula. We 

Conventional single-an-

tenna FD interfaces, 

that is, non-reciprocal 

circulators, rely on 

ferrite materials and 

biasing magnets, and 

are consequently bulky, 

expensive, and incom-

patible with silicon 

integration. Reciprocal 

circuits, such as electri-

cal-balance duplexers, 

have been considered, 

but are limited by the 

fundamental minimum 

3 dB loss in both  

TX-antenna (ANT) and 

ANT-RX paths.



IEEE Communications Magazine • April 2017148

Figure 4. Integrated non-magnetic circulator for single-antenna FD: a) non-reciprocity induced by phase-shifted N-path commutation; 
b) 3-port circulator structure obtained by placing the non-reciprocal two-port N-path filter with ± 90° phase shift within a 3/4 
transmission line loop; c) block diagram and schematic of the implemented 65 nm CMOS FD receiver with non-magnetic circula-
tor and additional analog BB SI cancellation; d) chip microphotograph of the implemented FD receiver IC; e) measured two-tone SI 
test with SI suppression across circulator, analog BB and digital domains.

O
ff-chip
AD

C

RX LO

LNTA

Integrated
circulator

Circulator
LO path

Analog BB
canceller

TX BB
output
buffer

TX BB input
buffer

SPI

Recombination
circuits

RX baseband TIAs

M
ixe

r

1.8mm

PA
Circulator
TX port

LO0A

(b)(a)

1.3V

Magnetic-free non-
reciprocal circulator

÷2 ÷2

Circulator
ANT port

Circulator
LO port

Circulator
LO gen.

LNTA

C
LONA

••
• LONB

0

ANT [2]

RX [3]

TX [1]

jsin(βl)Vin,tx/2
sin(βl)Vin,tx/2

/4
/4

l/4-l

-jVin,tx/2
Vin,tx/2

Vin,tx

C
LO2A LO2B

C SCirc.(fs) ≈

Vy

LO1A

LO IN LO phase shifter

LO1B

0 0 - 1

0 - j 0

- j 0 0

90°

Vx

LO1A
LO2A
LO3A

LO0B

T

LO0B
fLO f

LO0A

LO1BLO1A

VIN,1 VIN,2

VOUT,2 VOUT,1

|VOUT,1/VIN,1|
|VOUT,2/VIN,2|

∠VOUT,1/VIN,1
∠VOUT,2/VIN,2

LO3BLO3A

LO1B
LO2B
LO3B

LO2B

φ=2⋅T⋅fLO

LO2A

fLO f

÷2

TX modulator

BB SI canceller

I-path

Q-
path

Mixer

+ --+

LO
gen.

RX LO port
(c)

(d) (e)

65nm CMOS full-duplex
chip

RX OUT I

RX OUT Q

Digital SIC
in MATLAB

TX BBI

TX BBQ

••• •••

•••••• ••• •••

2.2V

φ

TIA

TIA

TIA

TIA

Baseband
recom

bination circuits

O
ff-chip
AD

C

TX average output power (dBm)
-40-50

-120

-140

P o
ut

 re
fe

rre
d 

to
 A

NT
 in

pu
t (

dB
m

)

-100

-80

-60

-40

-30 -20 -10 0

Fund w/o BB SIC
Fund wi BB SIC
Fund wi BB and dig. SIC

IM3 w/o BB SIC
IM3 wi BB SIC
IM3 wi BB and dig. SIC

0.
8m

m

-92

-7 dBm
Pavg

85dB
overall SIC

Noise
floor



IEEE Communications Magazine • April 2017 149

assumed that the residual SI is a constant frac-
tion of the transmitted signal, where the “constant 
fraction” can be different for different channels. 
Under such a model, assuming that there are K 
orthogonal channels, the rate on the DL can be 
written as 

rb = log 1+
SNRbm,k

1+ XINRmm,k

⎛

⎝⎜
⎞

⎠⎟
,

k=1
K∑

 
where SNRbm,k is the SNR at the mobile station 
(MS) on channel k and XINRmm,k is the XINR at 
the MS on channel k. Similarly, the UL rate is 

rm = log 1+
SNRmb,k

1+ XINRbb,k

⎛

⎝⎜
⎞

⎠⎟
.

k=1
K∑

 
Note that the noise levels at the MS and the BS 
and over orthogonal channels are not assumed 
to be equal.

We now briefly outline a few main results. As 
illustrated in Fig. 5b, for a given FD rate pair (rb, rm), 
we defined the FD rate improvement p as the (posi-
tive) number for which (rb/p, rm/p) is at the bound-
ary of the corresponding TDD capacity region.

First, we focused on maximizing the sum of 
the UL and DL rates (referred to as the sum rate) 
when only a single channel is considered. We 
showed that if any FD rate pair has higher sum 
than the maximum TDD rate, the maximum sum 
rate is obtained when both UL and DL TX power 
levels are set to their maximum values. Let (sb, sm) 
denote the rate pair corresponding to the max-
imum TX power levels. Figures 5c and 5d show 
the rate improvements at (sb, sm) when the XINR 
at the BS is 0 dB, as a function of the XINR at the 
MS and SNRs at the UL and DL. As Figs. 5c and 
5d suggest, to obtain non-negligible rate improve-
ments from FD, SNRs need to be sufficiently high 
compared to the XINRs.

For a general number of channels, the problem 
of allocating power levels to orthogonal UL and 
DL channels such that the sum rate is maximized is 
non-convex. However, we showed that under mild 
restrictions, the problem is, in fact, amenable to effi-
cient optimization methods. The restrictions impose 
a lower bound on the amount of SIC that needs to 
be obtained for given levels of SNR. We show that if 
these restrictions are not satisfied, FD cannot provide 
appreciable rate improvements. Based on realistic 
models of residual SI at the BS [1] and at the MS 
[3, 15], we demonstrated in [13] that simple power 
allocation methods, such as the high SINR approxima-
tion power allocation, are near-optimal whenever the 
gains from FD are non-negligible.

In [14] we focused on determining the capac-
ity region of an FD link. This is equivalent to the 
problem of maximizing one of the (UL and DL) 
rates when the other is fixed. An FD capacity 
region is not convex in general. However, the 
region can be “convexified” through time shar-
ing between different FD rate pairs. We refer to 
a convexified capacity region as the time-divi-
sion full-duplex (TDFD) capacity region. A TDFD 
capacity region generally provides higher rates 
than its corresponding FD region. Moreover, a 
convex (TDFD) capacity region is desirable, since 
most resource allocation and scheduling algo-
rithms rely on convexity, as providing performance 
guarantees for a non-convex region is hard.

Although the problem of determining either 
the FD or the TDFD capacity region is non-con-

vex in general, we developed an algorithm (Alt-
Max) that determines the TDFD region under 
mild restrictions and is guaranteed to converge 
to a stationary point, which in practice is a glob-
al optimum. The restrictions lead to suboptimali-
ty mainly in the region where, on average, XINR 
over channels is high compared to the average 
SNR over channels. Building on insights from our 
numerical experiments, we also developed a sim-
ple heuristic with similar performance but lower 
running time. The rate improvements obtained by 
AltMax and the heuristic are illustrated in Figs. 5e 
and 5f for the residual SI of the FD receiver imple-
mented in [15], and Figs. 5g and 5h for the resid-
ual SI of the FD receiver implemented in [3]. In 
the figures, we assume that 110 dB is required for 
the TX signal to be cancelled to the noise level, as 
in, for example, [1]. We can observe from Figs. 
5e–5h that as the average SNR increases, the rate 
improvements increase.1

Comparing the rate improvements for the 
canceller from [16] with the rate improvements 
for the canceller from [3] (i.e., comparing Fig. 5e 
with Fig. 5g and Fig. 5f with Fig. 5h, it is not dif-
ficult to observe, as expected, that more broad-
band cancellation ([3] vs. [15]) provides higher 
rate improvements. Moreover, we can observe 
that in the regions of higher SNRs, where the rate 
improvements are higher (Figs. 5f and 5h), AltMax 
and the heuristic provide almost indistinguishable 
solutions. Therefore, in the regions of high rate 
improvements, the TDFD capacity region can be 
determined near optimally with a simple heuristic.

Finally, we note that FD has other advantages 
in addition to potential 2 rate improvement. For 
example, in WiFi systems, FD can reduce colli-
sions and, consequently, reduce the packet loss.

Conclusion
In summary, the Columbia FlexICoN project 
has been focusing on IC-based FD transceivers 
spanning RF to millimeter-wave, reconfigurable 
antenna cancellation, non-magnetic CMOS circu-
lators, and MAC layer algorithms based on realis-
tic hardware models. While exciting progress has 
been made in the last few years by the research 
community as a whole, several problems remain 
to be solved before FD wireless can become a 
widely deployed reality. Continued improvements 
are necessary in IC-based FD transceivers toward 
increased total cancellation over wide BWs and 
support for higher TX power levels through 
improved RX and circulator linearity. Incorpora-
tion of FD in large-scale phased-array transceivers 
is another open research problem. The extension 
of IC-based SIC concepts to MIMO transceivers 
is an important and formidable challenge. In a 
MIMO transceiver, SI will exist between every 
TX-RX pair, and a brute force implementation will 
cause canceller complexity to scale quadratical-
ly with the number of MIMO elements. At the 
higher layers, while extensive recent research 
has been devoted to this area, the implications 
of different possible PHY layer implementations 
are still not fully understood. Moreover, there are 
still several important open problems related to 
MAC layer design for both cellular and random 
access networks. Specifically, it is necessary to 
design algorithms that support asymmetric UL 
and DL traffic requirements and provide fairness 

1 In fact, it can be shown 
that for any finite values of 
XINR over channels, if it was 
possible to increase the SNR 
to infinity, the rate improve-
ments would reach the theo-
retical upper bound of 2.

While exciting progress 

has been made in the 

last few years by the 

research community 

as a whole, several 

problems remain to 

be solved before FD 

wireless can become a 

widely-deployed reality. 

Continued improve-

ments are necessary in 

IC-based FD transceivers 

towards increased total 

cancellation over wide 

BWs and support for 

higher TX power levels 

through improved RX 

and circulator linearity.
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Figure 5. Resource allocation and rate gains in FD systems: a)  illustration of a network with FD and HD users, with the FD link outlined 
by a box; b) definition of rate improvement; c) rate improvement at (sb, sm) for equal SNRs on UL and DL; d) rate improvement 
at (sb, sm) for 20 dB higher SNR at the DL than at the UL; e)  rate improvements for fixed rb and maximized rm, for the FD receiver 
from [15] and average SNR (denoted as mbγ = bmγ ) up to 20 dB; f)  rate improvements for fixed rb and maximized rm, for the FD 
receiver from [15] and average SNR from 30 dB to 50 dB; g) rate improvements for fixed rb and maximized rm, for the FD receiver 
from [3] and average SNR up to 20 dB; h) rate improvements for fixed rb and maximized rm, for the FD receiver from [3] and aver-
age SNR from 30 dB to 50 dB.

rbr /rbb brr
_

(rbr ,rbb mr )mm

(Sb,Sm)

(b)(a)

(c)

0.20

0.2

0

r mr
/r

mm
mr_

0.4

0.6

0.8

1

0.4 0.6 0.8 1

mb  = bm  = 0 dB, AltMax
mb  = bm  = 0 dB, Heuristic
mb =  bm  = 10 dB, AltMax
mb  = bm  = 10 dB, Heuristic
mb  = bm  = 20 dB, AltMax
mb  = bm  = 20 dB, Heuristic
mb  = bm  = 30 dB, AltMax
mb  = bm  = 30 dB, Heuristic
mb  = bm  = 40 dB, AltMax
mb  = bm  = 40 dB, Heuristic
mb  = bm  = 50 dB, AltMax
mb  = bm  = 50 dB, Heuristic

b b
b b
b b

rb r , rmr
p    p

rbr /rbb br
_

(e)

0.20

1.1

1

Ra
te

 im
pr

ov
em

en
t

1.2

1.3

0.4 0.6 0.8 1

rbr /rbb br
_

(g)

0.20

1.2

1

Ra
te

 im
pr

ov
em

en
t

1.4

1.8

1.6

0.4 0.6 0.8 1
rbr /rbb br

_

(h)

0.20

1.2

1

Ra
te

 im
pr

ov
em

en
t

1.4

2

1.6

1.8

0.4 0.6 0.8 1

rbr /rbb br
_

(f)

0.20

1.4

1

Ra
te

 im
pr

ov
em

en
t

1.2

1.6

1.8

0.4 0.6 0.8 1

XINRMS
SNRUL + 20dB = SNRDL

10

(d)

Ra
te

 im
pr

ov
em

en
t

1.2

1

0.8

0

20
30

20
30

10

1

0

XINRMS
SNRUL  = SNRDL

Ra
te

 im
pr

ov
em

en
t 1.8

1.6
1.4
1.2

1
0.8
0.6

0

20
30

10

0

20

0

1.5

0.5

0

2



IEEE Communications Magazine • April 2017 151

in networks composed of both FD and legacy 
HD nodes. In addition, it is important to consid-
er interference management in OFDM networks 
jointly at the PHY and MAC layers.

Integrated FD is suitable for many applications 
ranging from backhaul, relays, and WiFi to small-
cell LTE (where cancellation requirements are 
relaxed compared to macrocells). Although anten-
na cancellation techniques provide wider BW and 
relax dynamic range requirements, they tend to 
have large form factors, making them more prac-
tical for point-to-point/less form-factor-constrained 
applications like backhaul and relays. On the other 
hand, RF cancellation and on-chip circulator-based 
FD works generally result in smaller form factors, 
making them more feasible for mobile devices for 
WiFi and small cells with future improvements in 
cancellation BW and power handling capability.
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Abstract

This article presents a comprehensive review 
of the principles and characteristics of 3D chan-
nel models. We propose a framework for a 3D 
channel extension of the widely used 2D 3GPP/
ITU generic channel model. We describe the 
main components and challenges of the newly 
proposed 3D channel model and the motivations 
that lie behind them. 3D channel models specify 
multipath elevation angles as well as azimuth (or 
horizontal plane) angles. This enables the evalua-
tion of 3D MIMO techniques such as FD MIMO 
and per user 3D beamforming. We also provide a 
state-of-the-art review on the evolution of channel 
models. The article ends with a discussion on the 
impact of 3D channel modeling on system-level 
performance.

Introduction
Most of the directional models in the litera-
ture, including the standardized ones, concen-
trate on the direction data in the azimuth-only 
plane. However, many measurement campaigns 
have demonstrated that elevation angles have 
a significant impact on communication sys-
tem-level performance [1]. The development 
of a 3D channel model opened up possibilities 
for a variety of strategies including full dimen-
sion multiple-input multiple-output (FD-MIMO), 
user-specific elevation beamforming, and cell 
splitting by benefiting from the richness of 
the real wireless channel [2]. In convention-
al MIMO systems, the antenna elements are 
deployed linearly in the azimuth plane only. 
However, when the linear antenna elements are 
extended to the 2D plane, the elevation angle 
should also be considered to obtain accurate 
correlation measure of the MIMO system. This 
requires both the azimuth and elevation angles 
to be represented in the propagation model. 

More analysis is required in terms of modeling 
the elevation related statistics such as the eleva-
tion spread and distribution, and the power eleva-
tion spectrum. Research into the elevation angle 
domain can be traced back to 1970 by T. Aulin, 
who extended Clark’s scattering model to the 3D 
domain [3]. In this work, the author assumed a 
rectangular and truncated cosine function for the 
elevation power angular spectrum (PAS) for the 
elevation angles. Elevation studies fall into two 
categories:

•	 Modeling of elevation statistics at the user 
equipment (UE)

•	 Modeling of elevation at the BS
However, most of the studies in the literature 
have focused on elevation spectra at the UE, as 
they have greater spread compared to the base 
station (BS)

UE measurements showed that multi path 
components (MPCs) arriving at the UE via over-
the-rooftop propagation tend to have higher 
elevation angle spreads compared to MPCs that 
wave-guided in street canyons [4]. Extensive mea-
surements have been carried out in [5], which 
showed that a double exponential function is a 
good approximation for the elevation power spec-
trum measured at the UE, with elevation spreads 
typically in the range of 10–15°. At the BS, eleva-
tion spread is considerably smaller according to 
[6]. In these studies the authors concluded that 
over-the-rooftop propagation and wave guiding 
in the street provide different contributions to the 
elevation spectrum, where clustering was also 
observed. In addition, measurement campaigns 
were carried out, such as in [7], to investigate the 
3D characteristics of the wireless channel and to 
propose elevation statistics of mainly urban envi-
ronments in macro and microcells. These stud-
ies assumed different antenna configurations, 
and also different propagation conditions such 
as indoor-to-outdoor propagation. Furthermore, 
a high resolution 3D model of the direction of 
arrival of the MPCs in an urban environment was 
proposed in [1], and the elevation dependence 
of the impinging power was investigated. Further 
analysis of the impact of the 3D component on 
the antenna correlation and gain imbalance in 
MIMO systems was presented in [8]. 

The motivation behind 3D channel model-
ing encouraged standardization bodies such as 
the Third Gneration Partnership Project (3GPP) 
to work on defining future mobile communica-
tion standards that provide accurate 3D channel 
models and help in evaluating the potential of 
advanced MIMO techniques [9]. Topics of par-
ticular interest are the dependence of the mean 
elevation and elevation spread on distance, the 
impact of BS height on elevation spread, and the 
best modeling of elevation statistical distributions. 
For example, the WINNER+ model has reported 
results in terms of the angle spread (AS) at both 
the UE and BS in an attempt to extend from a 
2D into a 3D model [10]. In January 2013, 3GPP 
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Working Group 1 (WG1) launched discussions on 
a 3D channel model, and since then many pro-
posals have been reported considering different 
propagation environments [11]. The 3GPP 3D 
channel model provides more flexibility for the 
elevation dimension, which allows better mod-
eling of the 2D antenna system. The contribu-
tion of this article is to highlight the importance 
of elevation angle modeling and its impact on 
system-level performance. It also reviews the 
authors’ proposed model in this context, which is 
based on extensive ray tracing measurements to 
give more accurate modeling of the 3D channel 
compared to the models based on measurement 
campaigns. The latter is limited by the number of 
measurements and the deployed antenna type. 
Unlike the WINNER+ model, which assumes fixed 
elevation angle spread per environment, the arti-
cle shows the distance dependence of elevation 
spread. The authors’ model of elevation spread 
is considered and partially implemented in the 
3GPP 3D channel model [11], and the proposed 
model is shown to match well with the smaller 
number of measurement observation available at 
the time.

This article is organized as follows. We first 
present the characteristics and principles of 3D 
models and discuss the modeling challenges asso-
ciated with 3D multipath. Next, we discuss the 
changes required to the existing 3GPP/Interna-
tional Telecommunication Union (ITU) 2D chan-
nel model to develop 3D channel realizations 
suitable for system-level studies. The impact of 3D 
multipath on system performance is addressed in 
the final section.

Characteristics of Elevation Angle
Analysis of Elevation Spread

3D channel models have been developed in sev-
eral high-profile projects such as WINNER+ [10]. 
However, most of these models depend main-
ly on literature surveys rather than real-world 
measurements or ray tracing predictions. WIN-
NER’s model for the elevation spread follows the 
azimuth plane, where fixed elevation spread is 
assumed per environment. For example, in urban 
macro environments the average elevation spread 
is 3° despite the UE’s location from the BS. How-
ever, based on deterministic predictions from our 
validated 3D ray tracing engine [12], we have 
observed that the mean elevation angle spread 
decreases as a function of distance from the BS. 

The tracer engine provides information on the 
power, phase, propagation time, angle of arriv-
al, (AOA) and angle of departure (AOD) in both 
elevation and azimuth of each of the multipath 
components linking the BS to the UE. Ray geom-
etries are computed using site-specific geograph-
ic databases for terrain, buildings, and foliage. 
Figure 1 presents an intuitive explanation of the 
distance dependency of the elevation spread. Fig-
ure 1 considers a simple geometric model for the 
elevation dimension. As shown in the figure, as 
the UE separation distance increases from the BS, 
the elevation angle spread decreases at the UE. 
The same trends were observed in the ray trac-
ing data. Figure 2 shows the range of predicted 
angular spreads for different UE locations from 
the BS generated from the ray tracer predictions 
in central Bristol, United Kingdom. Figures 2a 

and 2b show the mean and variance of the log 
of the elevation spread at the UE as a function 
of separation distance from the BS. The mean 
elevation spread can be seen to decrease as a 
function of one-over-distance for this urban macro 
environment in non-line-of-sight (NLOS) condi-
tions. According to Fig. 2, we also observe that 
the range of elevation angular spreads depends 
on the heights of the BS and UE. A comparison 
of the complementary distribution function of the 
elevation arrival and departure angular spread is 
shown in Figs. 2c and 2d for a large number of 
UEs distributed in the distance range of 50–1000 
m from the BS. It is clearly shown that as the BS 
height increases, the range of angular spreads 
increases in the elevation plane. Please note that 
the term H10 in the figure refers to the BS height 
of 10 m and so on.

Open Issues in Elevation Domain Modeling

The introduction of 3D channel modeling requires 
current 2D models to extend their propagation 
statistics to address the elevation domain. This 
subsection discusses some of the issues encoun-
tered when extending a 2D geometric-based sto-

Figure 1. Intuitive explanation of distance dependent elevation angle spread.
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chastic channel model to consider multipath in 
the elevation and azimuth domains. 

Azimuth and elevation angular dependence: 
Since the elevation and azimuth angles of electro-
magnetic waves depend on the position of scat-
terers and reflectors in 3D space, the modeling of 
elevation angular information should be correlat-
ed with the azimuth plane. This is not taken into 
consideration in standardized channel models 
such as WINNER+, which proposes a set of eleva-
tion statistics (e.g., spread, PAS) that are indepen-
dent of the azimuth statistics.

Elevation angular spread and spatial cor-
relation: The power elevation spectrum (PES) is 
another important statistical property of the wire-
less channel and plays an important role in deter-
mining the spatial correlation present in MIMO 
systems. Most of the current models (e.g., the 
WINNER+ model) use the lognormal distribution 
to fit the azimuth angular spread (AS) for both BS 
and UE. Enhanced mathematical models can be 
explored to better fit the elevation statistics.

Antenna Radiation and Cross Polar Discrim-
ination (XPD): The incorporation of elevation 

angles in the generation of the channel response 
requires complete 3D antenna patterns. In the 
case of a polarized MIMO system, the XPD ratio 
plays an important factor in determining the 
dependence of the antenna patterns at different 
polarizations. This factor depends on the angular 
information and delay spread [13]. An enhanced 
XPD model is needed that takes into consider-
ation the elevation departure and arrival angles.

Modifications to Channel Generation
A framework for the generation of the 3D fading 
channel can be developed based on well-known 
2D channel models, such as the IMT-Advanced 
channel model defined by the ITU Radiocommu-
nications Standardization Sector (ITU-R) M.2135. 
This section will highlight the required modifica-
tions to perform this 3D extension [14]. 

General Framework

As shown in Fig. 3, the channel generation pro-
cess for the ITU-R GSCM [14] can be described 
using six steps. These are classified into three 
phases:

Figure 2. Analysis of predicted elevation angular spread: mean of arrival elevation spread vs. distance; b) variance of arrival elevation 
vs. distance; c) arrival elevation spread for different BS heights in LOS; d) .arrival elevation spread for different BS heights in NLOS.
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1. UE parameters
2. Generation of large-scale parameter (LSP) 

propagation parameter
3. Generation of channel impulse response
The yellow highlighted fields represent the parts 
that require modification when performing the 
3D extension. The user parameter part (step 1) 
is used to set up simulation parameters, such as 
the type of environment, the numbers of BSs and 
UEs, the directions and speeds of the UE, and the 
propagation condition (LOS/NLOS). In this phase, 
the users can also supply the antenna at both the 
BS and UE, and the spacing and orientations of 
the elements. In this case, and in order to fully 
utilize the 3D model, the imported antenna pat-
terns should be 3D providing information about 
the gain and polarization in both the azimuth and 
elevation planes. 

The second part of the ITU-R GSCM creation 
process is the propagation parameter gener-
ation, which consists of path loss (PL), shadow 
fading (SF) calculation, and the generation of the 
LSPs and small-scale parameters (SSPs) for the 
channel. The PL is calculated based on a spec-
ified propagation condition provided in in step 
2. The generation of the LSPs includes the gen-
eration of different channel parameters based 
on a pre-defined probability distribution function 
(PDF) with specific mean and standard deviation. 
These include the root mean square (RMS) delay 
spread (DS), the RMS AOA and AOD in both azi-
muth and elevation, the K-factor, and the SF. The 
de-correlation distances and cross-correlations 
are calculated for the generated LSPs. For more 
details on these parameters please refer to [14].

The SSPs are now generated based on the 
LSPs from step 3. The SSPs represent the infor-
mation associated with each MPC. These include 
the phase, delay, angular information for each 
individual cluster, and ray within the cluster. This is 
performed based on the predefined PDFs. In the 
proposed 3D extension to the ITU generic chan-
nel model, the elevation plane is added in the 
modeling of the rays’ angles. Step 5 represents 
the generation of the channel impulse response in 
the time domain. This includes generating random 
phases for the rays within the cluster, and apply 
the cross-polarization effect between antenna ele-
ments. Then the Doppler effect is added in case 
of mobility. 

Finally, in step 6, path loss and SF values are 
applied to the channel impulse responses. This 
stage enables system-level studies to be per-
formed. 

Review of the Proposed 3D Channel Models

Having described the principles of 3D channel 
modeling in the previous sections, we now pres-
ent a review of our proposed 3D channel model. 
The authors contributed by modifying the existing 
2D ITU generic channel model [14] to include the 
proposed elevation angle statistics. Channel statis-
tics for many LSPs are generated from a validated 
ray tracer engine’s predictions [12]. Ideal isotropic 
antenna patterns are applied during the channel 
predictions stage to decouple the antenna system 
from the channel model. At a later stage in the 
system-level study, any BS/UE antenna patterns 
can be applied as the spatial-phase-polarization 
convolution process. The proposed channel sta- Figure 3. 3D generic channel generation process.
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tistics provide modeling of the PL, SF, and angular 
spread in both azimuth and elevation planes. The 
model also covers the de-correlation distances 
and the cross-correlation for the LSPs. The objec-
tive is to calculate the mean (µ) and standard devi-
ation () of the log of all the LSPs based on the 
distribution functions assumed in the current 2D 
ITU channel model. An open source code of the 
enhanced channel model is published in http://
enhanced-3d-itu-channel-model.sourceforge.net. 
Readers are referred to [15] for detailed discus-
sion of the LSP modeling process and the 3D trac-
er related configurations. The proposed channel 
models are for macro and microcell environments 
for different carrier frequencies such as 800 MHz, 
2.4 GHz, and 5.9 GHz, and for both LOS and 
NLOS propagation conditions. It is worth men-
tioning that the proposed statistics were obtained 
by averaging all the channel predictions for Lon-
don and Bristol, United Kingdom. 

A measurement campaign with a focus on 
characterizing the third dimension of the wireless 
channel has been conducted in the city center 
of Ilmenau, Germany. This was performed in the 
framework of the WINNER+ project, and the 
measured data determined the resulting model 
for urban environments. Figure 4 presents the 
cumulative distribution functions (CDFs) of the 
RMS arrival angular spreads for the WINNER+ 
urban channel model, the Ilmenau measure-
ments, and our ray-tracing-based channel model. 
The latter shows the data for macrocells at 2.6 
GHz and for lamppost-mounted picocell BSs in 
Bristol. As expected, the Ilmenau measurements 
match well to the WINNER+ model, but clear 

differences can be noticed with the ray-tracing 
results for Bristol. This highlights a disadvantage 
of an “one-size-fits-all” empirical channel mod-
eling approach. A possible reason for these dif-
ferences in the elevation angle statistics are the 
different city layouts and propagation environ-
ments (e.g., the city of Bristol is much more hilly 
and densely built than Ilmenau), details of the 
ray-tracing database (e.g., the ray-tracer does not 
consider parked cars), and the limited number of 
measured links. In addition, the ray-tracing pre-
dictions are based on isotropic antenna patterns; 
therefore, no filtering of the MPCs is done at the 
UE side, which leads to higher angular spread 
compared to the WINNER+ model and the 
Ilmenau measurements. For the latter, particular 
antennas were used during the measurements 
[10], the radiation patterns of which resulted in 
inevitable spatial filtering of the MPCs. Finally, 
it should be noted that the distance dependen-
cy of the elevation angle spread noted in the 
ray-tracing data is consistent with the 3GPP 
observations in [11].

Impact on System-Level Performance
In this section, the impact of the 3D component 
(elevation) on system-level performance is dis-
cussed. Emphasis is placed on comparison with 
the legacy 2D model.

Doppler Shift

The Doppler frequency component, which 
is one of the parameters that characterizes the 
small-scale temporal fading, depends on the 
AOAs at the UE and the UE velocity vector. The 

Figure 4. Comparison of CDFs of RMS arrival angular spreads: a) urban macrocell; b) urban picocell.
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calculation of this vector is different in the case 
of a 3D channel model. For 3D models the ele-
vation angles of the multipath components also 
affect the Doppler shift (in addition to the azimuth 
angles already present in 2D models). Based on 
the ITU model, the Doppler component is calcu-
lated as [10]

vn,m0(2D)=
v cos(ϕn,m −ϕv )

λ0  	
(1)

In the 3D model the Doppler frequency is calcu-
lated as

vn,m0(3D)=
v cos(ϕn,m −ϕv )cos(ζn,m −ζv )

λ0  	
(2)

where v, l0 are the UE velocity (m/s) and wave-
length (m), respectively. v is the UE direction 
of travel in the azimuth plane, and v is the UE 
direction of travel in the elevation plane. The vari-
ables n, m refer to the sub-path rays in the clus-
ter-based channel model. This difference in the 
calculation of the Doppler shift affects the spatial 
fading experienced by UEs moving in a 3D envi-
ronment. Based on Eqs. 1 and 2, the overall Dop-
pler shift experienced by UEs for different azimuth 
and elevation angles are presented in Figs. 5a and 
5b. These calculations assume absolute UE veloc-
ity of 30 km/h.

MIMO Spatial Correlation

When MIMO techniques are deployed, large 
capacity gains can only be realized when the 
sub-channels are spatially de-correlated. However, 
in many real-world propagation environments, the 
theoretical gains are not achieved due to the sig-
nificant spatial correlation present in the channel. 
Our observations show that the 2D model clearly 
overestimates the level of spatial correlation when 
the elevation angle is not modeled. Exploiting 
the elevation plane can further enhance system 
performance by benefiting from the richness of 
the 3D channel. The deployment of a 3D chan-
nel model requires the application of 3D anten-
na patterns in the channel generation process. 
In order to show the difference in spatial correla-
tion between 2D and 3D channel models, Fig. 
5c demonstrates the mean correlation at the UE 
for a range of azimuth angular spreads based on 
random channel generation for a large number 
of UEs based on the developed 3D ITU model 
and the existing 2D ITU model. It is clearly shown 
that the 3D channel model results in lower spatial 
correlation.

Total Received Power

Propagation in 3D also impacts the total received 
power, especially when 3D antenna patterns are 
included in the analysis. The CDF of the total 
received power for the 2D and 3D channel mod-

Figure 5. Comparison of 2D and 3D models at system-level performance: a) Doppler shift in 3D model; b) Doppler shift in 2D model; 
c) comparison of MIMO spatial correlation; d) received power.
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els are shown in Fig. 5d. A difference in the total 
received power between the 2D and 3D models 
is observed. This data assumes the antenna pat-
terns and the propagation conditions deployed 
in [15]. The 2D model results in higher power 
levels compared to the 3D model. This is because 
the arrival rays in the 2D ITU model are always 
interpolated at fixed elevation angle. In the 3D 
ITU model, the rays’ elevation dimension is con-
sidered, and the interpolation of the antenna gain 
is considered at all azimuth and elevation angles. 

At some elevation angles the antenna gain is high, 
while at other angles the gain is much lower.

3D MIMO and Beamforming

3D MIMO is an effective step toward massive 
MIMO, without the need to employ vast num-
bers of antenna elements at the BS. The vertical 
dimension can be utilized by the antenna array, 
with the down tilt of the antenna becoming a sig-
nificant channel parameter. A typical 2D antenna 
is used to cover a sector of 120° in the horizontal 

Figure 6. 2D vs 3D antenna beamforming: a) 2D antenna arrangement; b) 3D antenna arrangement; c) 2D 
beamforming; e) 3D antenna beamforming; f) 2D antenna beamforming.
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plane. Compared to 2D channel propagation, in 
a 3D model the scatterers are no longer located 
in the same plane as the antenna elements. The 
incorporation of the elevation plane in the mod-
eling of the departure and arrival angles opens up 
more opportunities for 3D MIMO, where antenna 
elements are deployed and spaced in the azimuth 
and elevation planes. Figures 6a and 6b demon-
strate the concept of placing MIMO antenna ele-
ments in 2D and 3D space, respectively.

From an antenna perspective, exploiting the 
elevation plane (as well as the azimuth plane) is 
commonly referred to as 3D beamforming [2] 
or FD-MIMO. One way to exploit the additional 
degree of freedom offered by 3D channels is to 
adapt the beam pattern for each UE in the vertical 
direction, thereby improving the signal strength 
at the receiver while also reducing interference 
to other UEs. This is unlike the beamforming 
achieved with a linear array antenna in the hor-
izontal dimension, which does not give full-free 
space gain, as illustrated in Figs. 6c and 6d. The 
differences between beamforming in 2D and 3D 
planes are clarified in Figs. 6e and 6f. These fig-
ures show that 3D beamforming results in higher 
directive gain and narrower beam widths toward 
a desired point in 3D space (defined by its azi-
muth and elevation angles). 

The higher directive gain obtained from 3D 
MIMO, when combined with an efficient beam-
forming algorithm, results in higher system perfor-
mance compared to azimuth-only beamforming. 
Analog 3D beamforming represents a promising 
technology for 5G systems for coverage enhance-
ments and inter-cell interference cancellation.

Conclusions
This article has presented an overview of some 
the research in 3D channel modeling and has 
highlighted the relevant contribution of some stan-
dardized channel models. It has also discussed 
the benefits of the 3D model and its impact on 
system-level performance. The proposed 3D 
channel model is presented with explanation of 
the modeled channel parameters. To illustrate the 
subjects covered in this article the authors have 
released open source code at sourceforge.net 
that implements the proposed 3D extension to 
the 3GPP/ITU model.
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Abstract

We envision a world in which everyday life 
experiences can be augmented on-demand via 
the real-time cloud processing of information 
sourced at multiple wireless end points. While 
current wireless systems focus their effort on 
improving downlink capacity, these life-changing 
augmented experiences will only become a real-
ity if the uplink capacity increases at the same or 
even higher rate. As a catalyzer for the capacity 
increase in both directions of the wireless com-
munication link, we propose an innovative idea 
that brings the spectral and energy efficiency ben-
efits of massive MIMO systems directly to the end 
user without compromising device size, weight, 
or power consumption. We propose a radio 
enhanced garment composed of blended textile 
antennas for seamless high data rate connectivity 
anytime, anywhere, addressing immediate and 
future needs. The real-world applications for such 
a solution are tremendous, including enhanced 
connectivity in crowded spaces and remote areas, 
as well as symmetric extremely high data rates for 
access to next generation real-time services (e.g., 
augmented reality and cognition, real-time com-
puter vision, telepresence, 3D video sharing) from 
ever lighter end user devices (e.g., Google Glass).

Introduction
In a fast approaching future, Internet traffic will be 
dominated by the consumption of resource inten-
sive and interaction intensive applications (e.g., 
augmented reality, real-time computer vision, 
immersive and interactive 3D video) running 
in distributed cloud nodes and accessed from 
a massive number of resource limited wireless 
user devices (e.g., smart phones/tablets/watches/
glasses/wearables). The efficient and sustainable 
evolution toward this attractive future will call for 
disruptive innovations that ensure extremely high 
uplink and downlink data rates without affecting 
the desirable small size, lightness, and seamless 
properties of end user devices. 

Next generation wireless communication 
system requirements are driven by these new 
bandwidth-intensive real-time applications. Fifth 
generation (5G) cellular networks envision 100-
fold capacity gains, simultaneous connections 
for billions of devices, and a 10 Gb/s individual 
user experience with extremely low latency and 
response times. It is obvious that no single technol-

ogy will address all these challenges and that this 
radical change of performance will significantly 
modify the communication system at all levels [1].

In this work, with the aspiration of becoming 
one of the key enablers of the envisioned 5G 
100-fold symmetric capacity growth, we propose 
a technology that directly addresses the needs of 
the most challenging and critical component of 
the communication system, the user end point. 
Any solution that aims at boosting the capacities 
of user devices’ cannot compromise their seam-
less, lightweight, portable features. The deploy-
ment of a large number of antennas at the user 
end would be a candidate technological solu-
tion for improving system capacity if we could 
go beyond the desirable reduced dimensions of 
the end device. Our approach exploits the user 
device’s closest surroundings, i.e., the user’s own 
clothing or accessories (e.g., laptop mats, bags, 
suitcases), to increase the device’s capabilities 
without compromising its lightweight, portability, 
and energy efficiency features. Specifically, we 
propose to deploy a large number of antennas at 
the user end, by blending textile antennas around 
the user’s personal sphere (e.g., clothing, acces-
sories). Such an antenna-based wearable would 
connect to any data-enabled user device, imme-
diately boosting its communication capabilities. 
This technological solution, whose simulated per-
formance, design alternatives, and feasibility are 
explored in detail in this work, shows very prom-
ising results in terms of achievable data rates. Fig-
ure 1 shows that 40 textile antennas attached to 
a user device for uplink transmission can provide 
high data rate symmetric connectivity, enabling 
future wireless systems aligned with LTE-evolu-
tion demands. Observe that with today’s available 
uplink bandwidth, a single-antenna terminal can 
only achieve data rates on the order of tens of 
Mb/s, enabling applications that would not go 
beyond current IP television (IPTV). Increasing the 
number of antennas at the user end enables ser-
vices such as gaming, cloud computing, or even 
3D high definition (HD) video, whose bandwidth 
needs move to the several hundreds of Mb/s. This 
article introduces MIMOmat, a disruptive blended 
antenna wearable technology with the potential 
to dramatically boost the mobile user experience. 
We provide a comprehensive overview of this 
breakthrough technology that starts with a review 
of existing high capacity-achieving technologies, 
and then cover blended multi-antenna design, 
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integration within the cellular infrastructure, spec-
tral efficiency performance quantification, and 
future challenges.

High Capacity-Achieving Technologies
There are three fundamental dimensions that can 
be explored for increasing the capacity of wireless 
communication systems:
•	 Space (e.g., via network densification)
•	 Spectrum
•	 Spectral efficiency
A key enabling technology for high spectral effi-
ciency is the use of multi-antenna systems, also 
known as MIMO [4]. This technology provides a 
radical increase in capacity that is proportional to 
the number of radiating elements. However, it is 
important to note that these gains are constrained 
by the smaller number of antennas deployed at 
any extreme of the communication system, up to 
the point that a system with two antennas at the 
transmitter and two antennas at the receiver out-
performs a system with an extremely large num-
ber of antennas at the transmitter and just one 
antenna at the receiver [5]. The spectral efficiency 
gains that can be achieved via the deployment of 
a large number of antennas is hence limited by:
•	 The inherent increase in signal processing com-

plexity associated with MIMO systems [6]
•	 The spatial restrictions for the deployment of 

a large number of antennas at both ends of 
the communication link.

In a wireless cellular system, the base station (BS) 
can leverage a number of favorable attributes 
such as grid-power, signal processing capabilities, 
and physical space availability. However, the user 
end has become an obvious bottleneck for poten-
tial performance improvement: space restrictions 
usually apply, available power is highly limited, 
and non-costly hardware implementations are cru-
cial. Recent studies have proposed the use of a 
massive number of antennas, also referred to as 
massive MIMO [6], at the BS. Massive MIMO at 
the BS can provide multiplicative total throughput 
gains by matching the number of users served 
to the number of antennas at the BS. However, 
the reduced number of antennas at the user end 
limits the per-user symmetric throughput required 
to enable next generation real-time applications. 
Indeed, in spite of massive MIMO advances at the 
BS, the tight restrictions at the user end become a 
major obstacle in LTE evolution. MIMOmat is a 
wearable extension to the user device with blend-
ed antennas in textile technology that aims at 
overcoming this hurdle by also bringing massive 
MIMO to the user terminal. This solution emerg-
es as a disruptive joint venture between massive 
MIMO and textile antenna technologies that 
could provide on-demand symmetric data rate 
increases unimaginable today. 

The deployment of a large number of antennas 
in the least suitable component of the communi-
cation system is a challenging idea that leapfrogs 
current research in massive MIMO systems. To 
accomplish an end-to-end solution, not only the 
design and deployment of the antennas should be 
addressed, but also the signal processing needs, 
the RF chains design, and all hardware related 
issues that might jeopardize the wearability of the 
solution. We review these key aspects in the fol-
lowing sections.

Seamless Antenna Systems
Textile antenna technology is sufficiently mature 
to be used in an application where the antennas 
need to be seamlessly embedded in the user’s 
personal sphere. Indeed, recent studies have 
proposed the use of single textile antennas for 
off-body communications [7] and as a MIMO cat-
alyst [8, 9]. However, to the best of our knowl-
edge, textile antenna technology has not been 
proposed with a large deployment (tens of anten-
nas) view, where open challenges related to radi-
ated power, bandwidth, and the mutual coupling 
(MC) apply. 

MIMOmat is the first technological solution 
that deploys a large antenna array, miniaturized 
in wearable form at the user end via embedded 
textile technology. Our design is intended to be 
a plug-&-play solution to which any data-enabled 
device can connect, providing on-demand high 
data rate, reliable, low power communications 
(Fig. 2). 

Blended Antenna Wearable Design

We propose a tailored textile planar antenna array 
design as the enabling solution to provide the 
user terminal with a wearable extension compris-
ing a large number of antennas. As described in 
[7], for an antenna to be wearable, it is neces-
sary to combine the right selection of materials 
for both the conductive and the non-conductive 
components. With this in mind, we use a textile 
tissue (commonly felt) as a non-conductive sub-
strate, while the metallization is implemented with 
electrotextile materials (e.g., Shieldit conductive 
materials).

The planar antenna array solution was first 
simulated to design and fine tune the antenna 
parameters of interest, and later built to ensure its 
wearability, with special emphasis on weight and 
flexibility. The simulations were performed using 

Figure 1. Average uplink throughput obtained via blended textile antennas at 
the user end for a bandwidth of 5MHz and 64 antennas at the base station 
in a realistic cellular scenario [2]. The different applications that can be sup-
ported are highlighted based on [3].
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CST Microwave Studio, a full wave simulation tool 
that provides radiation patterns (RP), antenna 
gains, and S-parameters (S stands for scattering, 
and such parameters are associated with return 
loss and voltage standing wave ratio). The S-pa-
rameters give crucial information about the anten-
na system performance: the antenna matching Sii 
dictates the individual matching frequency and 
the bandwidth of the i-th antenna, while the Sij 
parameter determines the MC between the i-th 
and the j-th antenna.

We designed squared patch antennas of 
length 46.5 mm using a 3 mm thick felt (with 
dielectric constant r = 1.38) as substrate. The 
simulations (Fig. 3a) indicate that each individual 
antenna is well matched to a transmission center 
frequency of 2.5 GHz and exhibits a bandwidth 
of 70 MHz (defined as the range of frequencies 
for which the reflection coefficient Sii is below or 
equal to –10 dB).

We remark that, while the proposed solution is 
designed with a central frequency of 2.5 GHz and 
a bandwidth of 70 MHz, both the antenna cen-
tral frequency and the antenna bandwidth can be 
easily tuned for the specific application. It should 
be noted that different frequency bands are being 
explored for 5G, among which, the band below 6 
GHz is intended to be used for LTE co-existence. 
In the proposed central frequency, the antenna 
design would approximately cover LTE band #7 if 
operating in FDD mode, or band #41 if operating 
in TDD mode [10].

For the planar array geometry, we chose an 
80 mm inter-element distance (0.66) to mini-
mize the MC among antennas, and deployed the 
squared patch antennas following Mh = 5 col-
umns in the horizontal plane and Mv = 8 anten-
na rows in the vertical plane (Fig. 3b). The total 
planar array size is M = Mv  Mh = 40 antennas 
occupying 44.6  60.6 cm2. Such a planar anten-
na array could be deployed, for example, in the 
back of a jacket, as shown in Fig. 2, or in a flexible 
and lightweight textile mat that could easily fit in 
a bag. When jointly deploying the antennas in 
a planar array, the RPs of the individual anten-
nas slightly vary (see the different RP shapes in 
Fig. 3b) with antenna gains going from 7.58 to 
8.05 dB depending on the relative position of the 

antennas. It is important to note that the radiation 
to the body is minimal, as clearly shown in Fig. 3b 
with negligible radiation below the planar array. 
In addition, the simulated MC among antennas, 
determined by the Sij parameters, is always below 
–20 dB (Fig. 3a). 

Finally, the antennas were built with the same 
materials and geometry chosen in the CST sim-
ulation stage. The actual deployment confirmed 
the lightweight properties of the solution, with 3 
grams per antenna, and the high flexibility provid-
ed by the felt and the electrotextile material.

Blended Antenna Wearables in 
Next Generation Cellular Networks

The integration of MIMOmat into a cellular 
infrastructure can be devised in Fig. 2. Here, the 
blended antenna wearable relies on two import-
ant interfaces: one interface between the user 
device and the blended antenna wearable (a jack-
et in Fig. 2), and a second interface between the 
wearable and the cellular network.

The first interface connects a data enabled 
device (e.g., phone/tablet/watch) with the mas-
sive MIMO blended antenna wearable. The 
device-wearable interface should support the 
high data rates envisioned to be delivered via the 
MIMOmat. A feasible wired interface, in terms 
of connection rates, would be based in USB 3.1 
with a transmission rate of 10 Gb/s. The wireless 
HD technology interface (WiHD), designed to 
enable wireless streaming of high-definition mul-
timedia between source devices and displays, 
could be a second option. The link rate support-
ed by this technology is 1 Gb/s. Both technolo-
gies have their pros and cons and the interface 
choice should also take into account the com-
plexity burden (in terms of specific hardware and 
signal processing requirements) on the wearable 
implementation. The second interface connects 
the massive antenna wearable to the wireless 
network, and it is the foundation for the capacity 
increase experienced by the end user. This inter-
face needs to define a novel physical layer (PHY) 
that will eventually override the original physical 
layer of the user device. This PHY layer should 
specify duplexing schemes for uplink-downlink 
communication, synchronization, channel esti-

Figure 2. System model. Example of a blended antenna wearable where the antennas are deployed in the back of a jacket.

Low
transmission

power

Up to 500
Mb/s

• Blended antenna
   wearable PHY layer
   processing
• RF chains
• Bendable batteries
   and electronics

dh

dv

ŷ
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mation, signal processing, and all the required 
signaling to be compliant with the BS PHY. The 
associated electronics and powering components 
included in the wearable should feature light-
weight, flexibility, and low power consumption 
requirements [11]. The rest of the communication 
protocols (over PHY) shall be supported by the 
device that is connected to the wearable exten-
sion.

In summary, the MIMOmat, with existing 
wireless/wired interfaces to connect to the user 
device, and novel PHY protocols to connect to 
the wireless network, becomes a plug-&-play solu-
tion to which any data-enabled device can con-
nect in order to enhance its connectivity and data 
throughput.

In the following section, we assess the poten-
tial impact of MIMOmat on users’ mobile expe-
rience by identifying the tradeoff between the 
complexity burden of PHY functionality on the 
wearability of the MIMOmat and the achievable 
data rates.

Unconstrained Mobile Experience
Today’s wireless data traffic is dominated by mul-
timedia content delivery services such as on-de-
mand audio and video streaming, which require 
high data rates in the downlink. The uplink capac-
ity is limited, not only because of the technolog-
ical constraints (e.g., size, power, computational 
complexity) inherent in mobile equipment already 
mentioned in previous sections, but also because 
most current and historical data communication 
services have not demanded high bandwidth 
requirements in this direction. Asymmetric capaci-
ty assumptions between downlink and uplink have 
therefore largely characterized the design and 
implementation of wireless communication sys-
tems. Blended antenna wearables are envisioned 
to break this tendency and become one of the 
key 5G enablers (Fig. 1) providing reliable sym-
metric high data rates to/from any user device. 

Think of a user trying to enjoy an augmented 
reality application from a lightweight video-en-
abled device. The reduced uplink data rate limits 
the service to 2D video with a few augmented 
tags that identify a subset of objects in the cap-
tured scene. As soon as the user connects the 

device to their MIMO-enabled wearable, the 
application delivers 3D video with real-time full 
scene analysis, a dramatic and instantaneous user 
experience boost.

In this section, in order to quantify the dis-
ruptive performance improvements that can be 
achieved via MIMOmat, we focus on two simulat-
ed scenarios:
•	 An idealistic scenario with a single user equipped 

with a MIMOmat transmitting to a BS
•	 A realistic cellular network scenario with the 

presence of multiple interfering users
For both scenarios, we evaluate the average 
achievable uplink rates. To this end, we first 
describe the channel model and the possible 
transmission strategies, and then quantify the 
achievable data rates for each scenario.

Channel Model and Parametrization

The narrowband massive MIMO channel is 
described by a N   M channel matrix H. The 
channel matrix is characterized by the antenna 
array geometry, radiation patterns in transmis-
sion and reception, and the surrounding scatter-
ing environment. The element hnm in the channel 
matrix H is described by Green’s function [12] 
sampled at the position of the n-th receiving 
antenna rn given that the point source is located 
at the m-th transmitting antenna (rm):

hnm = Gm∫∫ (θ ,φ) ′Gn ( ′θ , ′φ )S( ′k ( ′θ , ′φ ),k(θ ,φ))

              e− jk(θ ,φ )rme j ′k ( ′θ , ′φ ) ′rnd ′k ( ′θ , ′φ )dk(θ ,φ)   	
(1)

In Eq. 1, Gm(, ) and Gn(’, ’) are the radiation 
patterns in azimuth () and elevation () at the 
transmitter and receiver, respectively; k( ,  i) 
and k’(’, ’) represent the wave vector space 
at the transmitter and receiver, respectively; and 
S(k’(’, ’), k(, )) is the channel scattering func-
tion, which relates the plane wave’s emitting 
and receiving directions, k and k’, respectively. 
It should be noted that there is no dependence 
on time of the position of the antennas, rn and 
rm, and hence we are considering a static sce-
nario with no block or relative movement of the 
antennas.

In order to quantify the achievable rates for 
the two described scenarios, the channel model in 

Figure 3. Textile antenna planar array simulated performance: a) S-parameter magnitude values for antenna 
placed approximately in the center of the planar array. The antenna matching is given Sii and also the 
mutual coupling with the four antennas surrounding up, down, left, right (Sij); b) deployed antenna set 
and example of radiation pattern.
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Eq. 1 needs to be parameterized with the antenna 
design parameters obtained earlier. Accordingly, 
the simulated RPs of the wearable antennas are 
used for Gm(, ), and the proposed planar array 
geometry with 0.66 separation is used for the 
antenna positions rm. Recall that the proposed 
design contains M = 40 antennas. However, in 
order to highlight the benefits of this massive M 
= 40 antenna deployment, we also consider pla-
nar arrays with fewer antennas, M = {1, 5, 10, 20, 
40}, all with inter-element distance of 0.66 and 
with their corresponding measured RPs. In terms 
of mutual coupling, while all measured MC values 
were bellow –20 dB and could be easily neglect-
ed, we still include them in our simulations. For 
the sake of simplicity, we consider ideal antennas 
(broadside RP) with zero mutual coupling at the 
BS (receiving end), i.e., Gn(’, ’) = 1 ∀,  values. 
The BS deploys N = {1, 4, 8, 64} antennas in a lin-
ear array with a distance among antennas of /2, 
except for N = 64, where we assume an 8  8 pla-
nar array with the same inter-element separation, 
providing the receiving antenna positions rn. 

For the scattering function parameterization 
S(k’(’, ’), k(, ), we follow standard approaches 
in the literature. At the user end, we assume full 
angular dispersion that we shall model uniform-
ly. At the BS, the angular spread could be signifi-
cantly smaller than at the user end, depending on 
the position of the base station. In order to get 
a worst case performance, we assume a narrow 
angular spread in azimuth ( 30 degrees) and 
negligible angular spread in elevation. 

With all these parameters, channel matrix sam-
ples can be generated and used for rate compu-
tations. It should be noted that we are not only 
taking into account the positive increase in the 
matrix dimension that is generated by the fact that 
we add more antennas at the user end, but we 
are also considering the antennas’ non-ideal char-
acteristics or impairments such as non-broadside 
RP, mutual coupling, and antenna gains. 

Transmission Strategies in the Wearable

As stated earlier, the signal processing function-
ality at the MIMOmat is a key component driv-
ing the fundamental complexity-performance 
tradeoff. In the case of a massive antenna wear-
able designed to boost symmetric data rates, the 
signal processing complexity is dominated by:
•	 The precoder computational complexity 

(e.g., matrix operations, finite precision oper-
ations)

•	 The amount of channel state information 
(CSI) available at the MIMOmat. 
We propose four different precoders, each of 

them characterized by different computational 
complexity and available CSI at the transmitter: 
•	 Optimal precoder under instantaneous CSI 

(Optimal I-CSI): the precoder instantaneous-
ly diagonalizes the channel matrix, and its 
squared singular values are given by the opti-
mal water-filling (WF) power allocation [2]. 

•	 Matched filter (MF): the precoder consists 
of the transpose conjugate of the channel 
matrix [2]. 

•	 Optimal precoder under statistical CSI (Opti-
mal S-CSI): the precoder’s eigenvectors diag-
onalize the channel matrix in an average 
manner, while its squared singular values are 

equal to the fraction of average signal power 
recovered by a minimum mean squared 
error (MMSE) receiver from the correspond-
ing eigenvectors [13]. 

•	 Optimal precoder with no CSI (No CSI): the 
precoder is isotropic, i.e., equal to the identi-
ty matrix [2]. 
Note that the first two precoders require the 

transmitter to accurately track the instantaneous 
CSI, which may be feasible with the system work-
ing in time division duplexing (TDD) mode, while 
Optimal S-CSI only requires access to the channel 
distribution, with less sensitivity to the channel 
coherence time, and No-CSI does not require 
any knowledge. In terms of computational com-
plexity, Optimal I-CSI requires a matrix decom-
position computation at any channel use, while 
Optimal S-CSI only performs such computation 
at any change of the channel statistics. Note that 
MF and No-CSI directly use the transport conju-
gate of the channel matrix and the identity matrix, 
respectively, and hence do not require any extra 
computation.

Uplink Achievable Rates in an Idealistic Scenario

In this section, we assess the throughput perfor-
mance of an idealistic scenario where a single 
wireless device equipped with a MIMOmat trans-
mits to a BS over a channel described earlier. 
Specifically, we focus on quantifying the average 
achievable uplink rate (in bits/s/Hz), which for 
the Gaussian input signal1 is given by

R = E logdet IN + SNR
Tr Q{ }HQH

†⎛

⎝⎜
⎞

⎠⎟
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥
,
 	

(2)

where SNR denotes the transmitting signal-to-
noise ratio, IN is the N  N identity matrix, H is 
the narrowband MIMO N  M channel matrix, 
as described earlier, Q denotes the input cova-
riance matrix chosen depending on the imple-
mented precoding strategy, and the expectation 
is taken over the channel distribution. Finally, note 
that when the achievable rates are simulated for 
a specific signaling bandwidth W, as in some of 
the scenarios studied here, the throughput is then 
given by W  R, and measured in bits/s.

In the following, we plot the average 
achievable rates as given by Eq. 2 for the four 
transmission strategies detailed earlier, each corre-
sponding to a different Q. Under the assumption 
of instantaneous CSI at the transmitter, the input 
covariance matrix takes the form of Q = UU†, 
where U are the eigenvectors of H†H, while  is 
the result of the classical WF power allocation 
algorithm. Under MF precoding, the input cova-
riance matrix takes the form Q = H†H. In the sta-
tistical CSI scenario, the eigenvectors of Q are 
given by the eigenvectors of the channel cova-
riance matrix E [H†H], while its eigenvalues are 
obtained via the optimal power allocation algo-
rithm described in [13]. Finally, if no CSI is avail-
able at the transmitter, Q = 1/MI.2 

In this context, we analyze two different sce-
narios with a varying number of antennas at both 
ends of the communication system. 

In the first scenario, motivated by the limited 
number of antennas in today’s BS, we consider 
N = 4 antennas at the BS and M = {1, 10, 20, 40} 
blended antennas at the user. Note that in this 

1 We remark that under 
more practical signaling 
schemes (non-Gaussian sig-
naling), there will only be a 
loss of approximately 3 dB.  
 
2 Note that all the transmis-
sion strategies are capacity 
achieving, except the MF 
precoding. This is why we 
use the term achievable rate, 
instead of capacity, through-
out the document.
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case, the potential linear increase of the trans-
mission rate with the number of antennas at the 
wearable will be limited by the four antennas at 
the BS. Figure 4a shows that the deployment of 
an increasing number of blended antennas at the 
user end has clear benefits in terms of achievable 
data rates. In this case, the plots show a linear 
increase of spectral efficiency with logSNR. For 
a given precoding strategy, the gain can be seen 
in terms of the spectral efficiency for a fixed SNR, 
or in terms of SNR for a target achievable rate. 
Compared to just one antenna, the deployment 
of 40 blended antennas at SNR = 5 dB gives an 
increase of up to 4 in achievable data rate. 

In the second scenario, in order to illustrate 
the multiplicative gains with the number of anten-
nas, we consider large antenna deployments also 
at the BS, with N = {1, 4, 8, 64}. In this case, the 
performance of the different precoding strategies 
is shown in Fig. 4b under the assumption of 
M = 40 blended antennas at the user. Note that 
in this case, going from 4 to 64 antennas at the 
BS, we achieve a gain of up to 14 in spectral 
efficiency, confirming the expected multiplicative 
antenna gains. 

Both Fig. 4a and Fig. 4b clearly show that, in 
all the simulated regimes, Optimal S-CSI and No 
CSI differ in at most 1 bit/s/Hz or 1 dB of SNR. 
The reason is that, due to the low mutual cou-
pling of the antenna design described earlier, the 
elements of the channel matrix have very low cor-
relation, i.e., E [H†H]IM. It is worth emphasizing 
that the low correlation across the channel matrix 
elements achieved thanks to the careful antenna 
design, is a highly desirable feature that allows the 
MIMOmat-enabled device to fully exploit the mul-
tiplicative antenna gains of massive MIMO sys-
tems. Note that the performance can be further 
improved if in the MIMOmat design we allow 
higher complexity to exploit more accurate CSI. 
Specifically, assuming perfect instantaneous CSI, 
either MF or Optimal I-CSI precoders could be 
implemented. Observe that the difference in per-

formance between MF and Optimal I-CSI is small, 
suggesting that MF represents a good compro-
mise between performance and complexity. 

Working in 
Realistic Interference Cellular Scenarios

In order to assess the performance of MIMOmat 
in a realistic SNR scenario, we now simulate the 
average uplink achievable throughput in a cellular 
network with a transmission bandwidth of 5 MHz, 
in the presence of other interfering users. In the 
simulations, we assume uniform user distribution 
and a network consisting of 19 3-sector base sta-
tions with N antennas per sector, serving one user 
per sector at any time-frequency slot. Users are 
assigned to the BS with least propagation loss [2]. 
The communication scheme works in TDD mode. 
In these systems, channel reciprocity can be used 
to train on reverse link and obtain an estimate 
of the channel at the transmitter (base station or 
user, depending on whether downlink or uplink 
is considered). Specifically, here we assume an 
uplink consisting of two phases: uplink training 
and data transmission. The uplink training phase 
consists of users transmitting training pilots, and 
base stations obtaining channel estimates. In 
order to characterize the achievable rates under 
imperfect channel estimation and pilot contami-
nation, we follow the approach of [14, 15], which 
assume a MMSE estimator for the channel matrix 
and provide a lower bound on the achievable 
rate. According to simulations that are not shown 
here due to space limitations, the trends in Figs. 
4a and 4b still hold in this interference scenario 
with imperfect CSI, with the MF precoder yield-
ing the best compromise. As such, in this study 
we consider the MF precoder with the imperfect 
instantaneous CSI given by the MMSE estimator. 
Even though the designed antenna array from ear-
lier may use a bandwidth of up to 70–80 MHz, 
here we choose a bandwidth of 5 MHz to show 
that even with the limited bandwidth of today’s 
cellular networks, very high data rates can be 

Figure 4. Average achievable rates in the uplink in an idealistic scenario: a) performance trade-off for different number of blended 
antennas deployed at the wearable M = {1,10, 20, 40}. The BS antenna configuration is fixed to N = 4 representing a nowadays 
scenario; b) performance trade-off for M = 40 blended antennas deployed at the wearable. The BS allows different antenna config-
uration N = {1, 4, 8, 64} representing the evolution of BS in future wireless systems.
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achieved. In this study, we present the cumulative 
density function (CDF) of the throughput aver-
aged over the fast fading channel realization as a 
function of the random user locations, for a given 
transmitted SNR. 

In Figs. 5a and 5b, we provide the CDF of the 
achievable rates for N = 4 antennas at the BS (cur-
rent deployment), and N = 64 (future deployment). 
Each user is assumed to be equipped with M = {1, 
5, 10, 20, 40} blended antennas. From these two 
scenarios we can observe dramatic gains as the 
number of blended antennas goes from 1 to 40 
antennas. With an antenna deployment in the BS 
of N = 64 (Fig. 5a), we can get up to 5 in edge 
rate (covering 90 percent of the users), up to 6 in 
median rate, and 470 Mb/s in peak rate (10 per-
cent of the users) yielding a gain of 10. Similarly, 
at a lower scale, with N = 4 antennas at the BS (Fig. 
5b), we can get up to 3 in edge rate (covering 90 
percent of the users), up to 4 in median rate, and 
around 50 Mb/s in peak rate (10 percent of the 
users) yielding a gain of 4.

Feasibility of a 
Seamless Lightweight Implementation

Any technological gadget aimed at being seam-
lessly embedded into the user’s personal sphere 
needs to have very strong requirements in terms 
of wearability. Ideally, we should move from 
something portable, where the user would notice 
that it is carrying a new element, to a solution 
practically unnoticeable. In this case, the hard-
ware design is key, and aspects such as power-
ing, RF chain design, and the electronics would 
require further in-depth study. We next comment 
on each of these issues, detailing the different 
alternatives that we are currently taking into con-
sideration as ongoing work.

Powering

How the antenna system and its associated sig-
nal processing components shall be powered 
is a strategic decision within the wearable solu-

tion design. In the case that the MIMOmat is 
connected to the user device via a wired inter-
face, a straightforward powering solution is to 
use the batteries of the device itsetlf. However, 
while the MIMOmat design is driven by low 
power requirements, this solution would inev-
itably lead to the need for additional batteries 
supplementing the terminal’s own, in order to 
avoid quick battery depletions that would make 
the whole solution unusable. If the final power-
ing solution is additional batteries, they should 
be lightweight, high capacity, and obviously 
rechargeable [11]. 

RF Chains Design

Conventional massive MIMO systems deploy a 
single or, at best, very few antennas at the user 
end [16]. Each antenna typically has one associ-
ated RF chain, which is one of the reasons why 
the number of antennas at the user end is very 
limited. Figure 6 depicts a traditional multi-anten-
na design, illustrating the high level of hardware 
complexity. Clearly, one of the major challenges 
to make MIMOmat a reality is precisely the RF 
chains design, which also adds to the powering 
challenge previously mentioned. 

Electronics

As an initial approach, and in order to provide 
a plug-&-play solution that overrides the device 
PHY layer, we would need to implement spe-
cific signal processing and PHY layer signaling 
in the MIMOmat. The required electronics are 
again constrained by space, power consump-
tion, and wearability requirements. One alter-
native is to implement all the electronics in a 
unique board, detachable from the textile 
antenna gadget, that could be charged in a wall 
socket similarly to a conventional mobile/porta-
ble device. Less rigid alternatives are also avail-
able, such as the so-called electronic textiles 
that aim at being truly wearable [17], providing 
useful functionality, while discretely “disappear-
ing” in the fabric.

Figure 5. Percentile of users achieving a certain uplink throughput with a signaling bandwidth of 5MHz in a realistic celular scenario [2] 
when the number of textile antennas range M = {1, 5, 10, 20, 40}: a) base station with an antenna deployment of N = 64; b) base 
station with an antenna deployment of N = 4.
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Conclusions and Future Work
The ultimate success of MIMOmat, a massive 
MIMO blended antenna wearable extension for 
the user device, will strongly depend on its seam-
less usability and affordable cost. While, based on 
the preliminary design presented in this work, we 
are confident that MIMOmat will deliver remark-
able gains in symmetric data rates, important 
design aspects need to be addressed, especially 
those that may jeopardize the wearability, usabil-
ity, and cost of the solution. 

Our efforts are now focused on the hard-
ware implementation, already highlighted earlier, 
and other issues such as synchronization, duplex-
ing schemes for uplink-downlink communication, 
channel estimation issues, and sensitivity of channel 
estimation to signal processing and physical layer 
signaling. In our view, excluding the hardware imple-
mentation, the remaining aspects do not appear 
critical under the design premises that we manage, 
and we are therefore confident that they will not sig-
nificantly compromise the feasibility of our solution, 
as we expect to show in our future work.

References
[1] F. Boccardi et al., “Five Disruptive Technology Directions 

for 5G,” IEEE Commun. Mag., vol. 52, no. 2, Feb. 2014, pp. 
74–80.

[2] H. Huang, C. Papadias, and S. Venkatesan, MIMO Commu-
nication for Cellular Networks, Springer New York, 2012.

[3] GreenTouch Application Taxonomy Project, “GreenTouch 
Application Taxonomy,” tech. report, GreenTouch, Feb. 
2012.

[4] Q. Li et al., “MIMO Techniques in WiMAX and LTE: A Fea-
ture Overview,” IEEE Commun. Mag., vol. 48, no. 5, May 
2010, pp. 86–92.

[5] C. Papadias, “On the Spectral Efficiency of Space-Time 
Spreading Schemes for Multiple Antenna CDMA Systems,” 
33rd Asilomar Conf. Signals, Systems, and Computers, vol. 1, 
Oct. 1999, pp. 639–43.

[6] F. Rusek et al., “Scaling up MIMO: Opportunities and Chal-
lenges with Very Large Arrays,” IEEE Sig. Proc. Mag., vol. 30, 
no. 1, Jan. 2013, pp. 40–60.

[7] P. Nepa and H. Rogier, “Wearable Antennas for Off-Body 
Radio Links at VHF and UHF Bands: Challenges, the State 
of the Art, and Future Trends Below 1 GHz,” IEEE Antennas 
and Propagation Mag., vol. 57, Oct. 2015, pp. 30–52.

[8] P. Van Torre et al., “Indoor Off-Body Wireless MIMO Com-
munication with Dual Polarized Textile Antennas,” IEEE 
Trans. Antennas and Propagation, vol. 59, Feb. 2011, pp. 
631–42.

[9] Y. Ouyang, D. J. Love, and W. J. Chappell, “Body-Worn Dis-
tributed MIMO System,” IEEE Trans. Vehic. Tech., vol. 58, 
May 2009, pp. 1752–65.

[10] Radio Electronics, Resources, and Analysis for Elec-
tronic Engineers, “LTE Frequency Bands and Spectrum 
Allocations,” http://www.radio-electronics.com/info/cellu-
lartelecomms/lte-long-term-evolution/lte-frequency-spec-
trum.php, Oct. 2016.

[11] S. Xu et al., “Stretchable Batteries with Self-Similar Serpen-
tine Interconnects and Integrated Wireless Recharging Sys-
tems,” Nature Commun., vol. 4, Feb. 2013.

[12] D. Chizhik, “Slowing the Time-Fluctuating MIMO Channel 
by Beam Forming,” IEEE Trans. Wireless Commun., vol. 3, 
Sept. 2004, pp. 1554–65.

[13] A. Tulino, A. Lozano, and S. Verdú, “Capacity-Achieving 
Input Covariance for Single-User Multi-Antenna Channels,” 
IEEE Trans. Wireless Commun., vol. 5, Mar. 2006, pp. 662–
71.

[14] H. Huh, A. Tulino, and G. Caire, “Network MIMO with 
Linear Zero-Forcing Beamforming: Large System Analysis, 
Impact of Channel Estimation, and Reduced-Complexity 
Scheduling,” IEEE Trans. Info. Theory, vol. 58, Mar. 2012, 
pp. 2911–34.

[15] J. Jose et al., “Pilot Contamination and Precoding in Multi-
Cell TDD Systems,” IEEE Trans. Wireless Commun., vol. 10, 
Mar. 2011, pp. 2640–51.

[16] S. Wang et al., “Energy-Efficient and Low-Complexity Uplink 
Transceiver for Massive Spatial Modulation MIMO,” IEEE 
Trans. Vehic. Tech., vol. 64, Oct. 2015, pp. 4617–32.

[17] L. Buechley and M. Eisenberg, “The LilyPad Arduino: 
Toward Wearable Engineering for Everyone,” IEEE Pervasive 
Computing, vol. 7, Apr. 2008, pp. 12–15.

Biographies
Matilde Sánchez-Fernández [SM’14] (mati@tsc.uc3m.es) 
received the M.Sc. degree in telecommunications engineer-
ing and the Ph.D. degree from the Universidad Politecnica de 
Madrid, Madrid, Spain, in 1996 and 2001, respectively. In 2000, 
she joined the Universidad Carlos III de Madrid, Madrid, where 
she has been an associate professor since 2009 teaching several 
undergraduate and graduate courses (M.Sc. and Ph.D.) related to 
communication theory and digital communications. Previously, 
she was a telecommunication engineer with Telefonica. She per-
formed several research stays at the Information and Telecommu-
nication Technology Center, The University of Kansas, Lawrence 
(1998), Bell Laboratories, Crawford Hill, NJ (2003 -- 2006, 2015), 
Centre Tecnologic de Telecomunicacions de Catalunya, Barcelo-
na, Spain (2007), and Princeton University, Princeton, NJ (2011). 
Her current research interests are signal processing for wireless 
communications, multiple-input multiple-output techniques, chan-
nel modeling in wireless communications and game theory, and 
machine learning techniques applied to communications. In these 
fields, she has (co)authored more than 50 contributions to inter-
national journals and conferences. 

Antonia M. Tulino [S’00, M’03, SM’05, F’13] (a.tulino@nokia-
bell-labs.com) received the Ph.D. degree in electrical engineering 
from Seconda Universita’ degli Studi di Napoli, Italy, in 1999. She 
held research positions at Princeton University, at the Center for 
Wireless Communications, Oulu, Finland, and at the Universita’ 
degli Studi del Sannio, Benevento, Italy. In 2002 she joined the 
Faculty of the Universita’ degli Studi di Napoli “Federico II,” and 
in 2009 she joined Bell Labs. Since 2011 Dr. Tulino has been a 

Figure 6. RF chains and processing board sketch.

Detachable board

Frequency
synthesizer

Tx direct
digital

synthesizer

Rx digital
processing

••
••

•
•

•
•

•
•

•
•

OL2

ADC

Tx

Rx

Ant. 1 HPA

LNA

OL2

OL2

ADC

Tx

Rx

Ant. M HPA

LNA

OL2

In our view, excluding 

the hardware imple-

mentation, the remain-

ing aspects do not 

appear critical under the 

design premises that 

we manage, and we are 

therefore confident that 

they will not significantly 

compromise the feasi-

bility of our solution, as 

we expect to show in 

our future work.

mailto:mati@tsc.uc3m.es
mailto:a.tulino@nokiabell-labs.com
http://www.radio-electronics.com/info/cellulartelecomms/lte-long-term-evolution/lte-frequency-spectrum.php


IEEE Communications Magazine • April 2017168

member of the editorial board of the IEEE Transactions on Infor-
mation Theory. In 2013 she was elevated to IEEE Fellow. She 
has received several paper awards, including the 2009 Stephen 
O. Rice Prize in the Field of Communications Theory for the 
best paper published in the IEEE Transactions on Communica-
tions in 2008. She has been the principal investigator on several 
research projects sponsored by the European Union and the Ital-
ian National Council, and was selected by the National Academy 
of Engineering for the Frontiers of Engineering program in 2013. 
Her research interests lie in the area of communication systems 
approached with the complementary tools provided by signal 
processing, information theory, and random matrix theory.

Eva Rajo-Iglesias [SM’08] received the M.Sc. degree in telecom-
munication engineering from the University of Vigo, Vigo, Spain, 
in 1996, and the Ph.D. degree in telecommunication engineering 
from the University Carlos III of Madrid, Madrid, Spain, in 2002. 
She was a teaching assistant at the University Carlos III of Madrid 
from 1997 to 2001. She joined the Polytechnic University of 
Cartagena, Cartagena, Spain, as a teaching assistant in 2001. 
She joined the University Carlos III of Madrid as a visiting lec-
turer in 2002, and she has been an associate professor with the 
Department of Signal Theory and Communications since 2004. 
She visited the Chalmers University of Technology, Gothenburg, 
Sweden, as a guest researcher from 2004 to 2008, and she has 
been an affiliate professor with the Antenna Group, Signals and 
Systems Department, since 2009. She has co-authored more 
than 50 papers in JCR international journals and more than 100 
papers in international conferences. Her current research interests 
include microstrip patch antennas and arrays, metamaterials, arti-
ficial surfaces and periodic structures, gap waveguide technology, 
MIMO systems, and optimization methods applied to electro-
magnetism. She was a recipient of the Loughborough Antennas 
and Propagation Conference Best Paper Award in 2007, the Best 
Poster Award in the field of metamaterial applications in antennas 
at the Metamaterials Conference in 2009, the Excellence Award 
to Young Research Staff at the University Carlos III of Madrid in 
2014, and the Third Place Winner of the Bell Labs Prize in 2014. 
She is an associate editor of IEEE Antennas and Propagation Maga-
zine and IEEE Antennas and Wireless Propagation Letters.

Jaime Llorca (jaime.llorca@nokia-bell-labs.com) received 
the B.E. degree in electrical engineering from the Universitat 
Politecnica de Catalunya (UPC), Barcelona, Spain, in 2001, and 
the M.S. and Ph.D. degrees in electrical and computer engineer-
ing from the University of Maryland, College Park, MD, USA, in 
2003 and 2008, respectively. He held a post-doctoral position 
at the Center for Networking of Infrastructure Sensors (CNIS), 
College Park, MD, USA, from 2008 to 2010. He joined Nokia 
Bell Labs in Holmdel, NJ, USA, in 2010, where he is currently 
a research scientist in the Network Algorithms Department. His 
research interests include energy efficient networks, distribut-
ed cloud networking, content distribution, resource allocation, 
network information theory, and network optimization. He is a 
recipient of the 2007 Best Paper Award at the IEEE International 
Conference on Sensors, Sensor Networks and Information Pro-
cessing (ISSNIP), the 2016 Best Paper Award at the IEEE Inter-
national Conference on Communications (ICC), and the 2015 
Jimmy H.C. Lin Award for Innovation.

Ana García Armada [SM] (agarcia@tsc.uc3m.es) received 
the Ph.D. degree in electrical engineering from the Polytech-
nical University of Madrid in February 1998. She is currently 
full professor at the University Carlos III of Madrid, Spain, 
where she has occupied a variety of management posi-
tions. She is leading the Communications Research Group 
at that university. She has participated and coordinated sev-
eral national and international research projects related to 
wireless communications. She is the co-author of eight book 
chapters on wireless communications and signal processing. 
She has published more than 100 papers in international jour-
nals and conference proceedings and she holds four patents. 
She has contributed to international organizations such as 
ITU and ETSI. She serves on the editorial boards of Physical 
Communication, IET Communications and IEEE Communica-
tions Letters. She has served on the TPC of more than 40 
conferences. She has received a Young Researchers Excel-
lence Award and an Award to Best Practices in Teaching, 
both from the University Carlos III of Madrid. Her main inter-
ests are multi-carrier and multi-antenna techniques and signal 
processing applied to wireless communications.

mailto:jaime.llorca@nokia-bell-labs.com
mailto:agarcia@tsc.uc3m.es


169IEEE Communications Magazine • April 2017 0163-6804/17/$25.00 © 2017 IEEE

Digital Object Identifier:
10.1109/MCOM.2017.1600206

Abstract

As the demand for wireless communication 
technologies is exponentially increasing, using 
the visible light electromagnetic spectral region 
is a logical option. This article provides a general 
analysis of the IEEE 802.15.7 standard for opti-
cal communications using visible light, focusing 
on the PHY I, intended for outdoor applications. 
Moreover, the article discusses how the stan-
dard’s specifications apply to visible light commu-
nication use in vehicular networking applications. 
The article concentrates on the standard’s applica-
bility in this domain, and points out the fact that 
it has not been widely accepted, as most of the 
VLC developers are focused on decreasing sys-
tem complexity and implementation costs, rather 
than complying with the standard’s requirements. 
Furthermore, the article points out the necessi-
ty of a novel vehicular applications VLC specific 
standard, which should focus on the requirements 
imposed in this specific area.

Introduction
Visible light communications (VLC) represents the 
use of the visible light (VL) spectrum, between 
380 nm and 780 nm, to enable wireless data 
transfer. The data transfer is achieved as an addi-
tional function, besides lighting or signaling. In 
VLC, the data is modulated onto the instanta-
neous power of the light and in its simplest form is 
referred to as on-off-keying (OOK). At the receiv-
er side, the data is extracted using light sensing 
elements, which can be either photodetector ele-
ments or cameras. In the first case, the photode-
tector, commonly a reversed bias photodiode, is 
connected in a transimpedance circuit, providing 
an electrical signal proportional to the power of 
the incident light. In some cases, the photodetec-
tor element is replaced by camera systems [1]. In 
such instances, the data is extracted using com-
plex image processing techniques, whereas the 
system performances are strongly related to the 
ones of the camera.

VLC is an emerging technology that comes 
with plenty of benefits: financial, technical, medi-
cal, and social. Unlike radio frequency (RF) com-
munications, which are classified by the World 
Health Organization (WHO) as a possible cause 
of cancer in humans, VLC is safe for humans. 

Also, VLC is safe for all electronic equipment, 
enabling it to be used in RF restricted areas (e.g. 
airplanes, chemical plants or hospitals). Since VLC 
is based on the existing lighting infrastructure, the 
technology has a ubiquitous character and a low 
implementation cost. Furthermore, as the data 
transfer is achieved as an additional function to 
lighting or signaling, no extra power is needed 
for generating the data carrier, and therefore, 
VLC is an eco-friendly technology. Moreover, 
as the demand for wireless communications is 
growing, whereas the RF spectrum is saturating, 
VLC provides worldwide, unregulated and almost 
unlimited bandwidth. Therefore, even if it is in its 
early-stages, VLC can enable short range multi-
Gb/s data rates [2].

Inaddition to the high data rate indoor appli-
cations, VLC has also been found suitable for 
transportation safety applications, as in vehicle to 
vehicle (V2V) [3, 4] and infrastructure to vehicle 
(I2V) communications [1, 5 6]. In the context of 
an increasing number of road fatalities (according 
to the WHO), vehicular communications have the 
potential to significantly enhance traffic safety. By 
combining the data collected from neighboring 
vehicles and from traffic infrastructures, vehicle 
awareness is considerably increased, as illustrated 
in Fig. 1. As communication-based vehicle appli-
cations are still in their early stages, the require-
ments for vehicular communication scenarios are 
rather limited and not broadly accepted by the 
community. However, several aspects are widely 
considered as important, such as the high packet 
delivery ratio (PDR) and the low latencies (below 
100 ms). Concerning the data rates and the com-
munication distances, VLC needs to compete with 
5.9 GHz dedicated short range communications 
(DSRC), which aims to achieve distances up to 
1000 meters with data rates between 3 Mb/s  and 
27 Mb/s. However, as summarized in [7], numer-
ous papers have showed that DSRC systems are 
not able to fully comply with the imposed require-
ments.

In vehicular applications, VLC is well-suited 
for heavy traffic situations, such as crowded cities 
or highways, where due to the numerous neigh-
boring nodes, RF-based communications can be 
affected by severe packet collisions that increase 
delays and reduce communication reliability. VLC 
use does not exclude RF, as the two technologies 
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can also be used as complementary solutions. 
Actually, VLC is appropriate for high traffic den-
sities, and therefore short distances, whereas 5.9 
GHz DSRC is suitable for long distances [7]. Fur-
thermore, VLC could be used to take some of the 
load off the RF network, in order to improve its 
performance.

Since communication-based vehicle applica-
tions are considered to be the next generation 
of vehicle safety systems, the use of VLC in this 
domain is quite logical. As the performance of 
VLC technology has been confirmed with its 
standardization by IEEE, this article provides an 
overview of the IEEE 802.15.7 standard for opti-
cal communications using VL. However, unlike 
other papers that discussed this issue (e.g. [8]), 
this work is focused on the PHY I, dedicated to 

outdoor low data rate applications, and aims at 
determining how the standard requirements and 
specifications comply with VLC use in automotive 
applications. Furthermore, this article proposes 
several amendments that could further enhance 
the compliance to vehicular applications.

Considerations on the 
IEEE 802.15.7 Standard and 

Its Effect on Vehicular Applications
The IEEE 802.15.7 standard [9] for short-range 
wireless optical communication using VL was 
released in September 2011. The current version 
of the standard covers the physical layer (PHY) 
and the medium-access control (MAC). Accord-
ing to the standard, the wireless data transfer is 
accomplished by modulating the intensity of opti-
cal devices, such as LEDs, at frequencies imper-
ceptible to the human eye, and without affecting 
in any way the primary role of the device, which 
is lighting or signaling. Therefore, the aspects 
associated with flickering and high resolution dim-
ming are seriously taken into consideration. The 
standard also considers the issues regarding link 
mobility, the impairments caused by noise, and 
the interference from other light sources.

Depending on the applications and the 
required data rates, the IEEE 802.15.7 standard 
comes with three PHY types. PHY I is envisioned 
for outdoor low data rate applications, and uses 
OOK and variable pulse position modulation 
(VPPM), with data rates between 11.67 kb/s 
and 267 kb/s. PHY II and PHY III are proposed 
for indoor moderate data rate applications, with 
data rates between 1.25 Mb/s and 96 Mb/s. 
PHY II also uses OOK and VPPM, whereas PHY 
III is intended for color-shift-keying (CSK) appli-
cations. CSK is achieved using multicolor LEDs 
and color selective photodetectors. In this case, 
the VL spectrum is divided in seven bands, and 
the data is encoded by using variable combina-
tions of three colors, according to a mapping rule. 
The three physical layers can coexist but cannot 
interoperate. As illustrated in Fig. 2, PHY I is situ-
ated on a spectral region different from the region 
for PHY II or PHY III, enabling frequency division 
multiplexing (FDM) as a coexistence technique.

The following subsections aim at highlighting 
how VLC automotive applications cope with stan-
dard specifications. They address the classes of 
VLC devices, the medium access control (MAC) 
topologies, aspects related to dimming and flick-
ering, to modulation and data rate, as well as to 
the structure of the data frame.

Classes of VLC devices

Referring to the VLC devices, the standard spec-
ifies three different classes. Table 1 summarizes 
the particular features for each class. A gratify-
ing aspect is that the standard mentions here the 
automotive domain, as a possible VLC application 
area. Although briefly, it defines several aspects 
associated with networking and the imposed 
requirements.

MAC Topologies

As shown in Fig. 3, the IEEE 802.15.7 MAC sup-
ports three access topologies: star, peer-to-peer, 
and broadcast. The identification of the VLC 

Figure 1. VLC usage scenario: road safety data is transmitted using the vehicle 
lighting systems, the street lighting system and the traffic lights.

Figure 2. Frequency division multiplexing for the three PHY types.
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Table 1. Device classification according to IEEE 802.15.7 [9].

Infrastructure Mobile Vehicle

Fixed coordinator Yes No No

Power supply Ample Limited Moderate

Form factor Unconstrained Constrained Unconstrained

Light source Intense Weak Intense

Physical mobility No Yes Yes

Range Short/long Short Long

Data rates High/Low High Low
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devices is done by using a 64 bit address, where-
as when a device becomes a coordinator, it will 
be identified with a 16 bit address. The star topol-
ogy involves the presence of a coordinator, which 
is responsible for the control of the communica-
tion. In this case, the devices will form an inde-
pendent network, with a unique VLC personal 
area network (VPAN) identifier.

The communication is possible only between 
devices that joined the network, whereas other 
devices can join after the coordinator allows 
them. On the other hand, the peer-to-peer topol-
ogy is significantly more permissive, with every 
device being able to communicate directly to all 
the devices within its vicinity. Therefore, one of 
the two nodes involved, usually the node that ini-
tiates the communication, acts as coordinator. 
The third topology is the broadcast topology, 
which implies data transmissions from one node 
to another, or to more nodes, without forming a 
network. This type of communication is unidirec-
tional and no destination address is required.

In vehicle safety applications, the central objec-
tive is to transmit information concerning the vehi-
cle position (e.g. GPS coordinates) and its state 
(e.g. velocity, acceleration, direction) toward the 
neighboring vehicles. In addition to these routine 
messages, another foremost message category 
contains the event driven messages. These mes-
sages are generated by an unexpected change in 
behavior or by a potentially dangerous situation, 
and are granted with the highest priority.

A crucial aspect in vehicular communications is 
the fact that in this environment, the data is loca-
tion distributed and not individually addressed. 
A moving vehicle is continuously transmitting 
geographically distributed data within its sur-
roundings (in front, behind, and lateral). In such 
a scenario, the channel access should be without 
a coordinator. Furthermore, in most instances, the 
applications involve single-hop communications, 
and therefore, there is no networking required. 
Another particularity of vehicle ad-hoc networks 
(VANETs) comes from their highly dynamic char-
acter. As the vehicles are continuously moving, 
the data is continuously updated (new location, 
new state), resulting in an increased message gen-
eration rate (at least 10 messages/second). In this 
case, the vehicle transmitting a message is expect-
ing that the receiving vehicles will take adequate 
responses that reduce the danger, rather than to 
respond with an acknowledgment. 

In light of the above-mentioned, one can see 
that in a first step, vehicular communication appli-
cations will be mainly based on the broadcast 
topology, as most of the data transmissions are 
geographically distributed and have no destina-
tion address. However, in future applications, as in 
platooning, where all the participants respond to 
the received messages by transmitting their own 
location and status, the communication will be 
mainly peer-to-peer. However, non-line-of-sight 
(LoS) conditions (intersection crossing assistance 
applications or multi-hop scenarios) are exam-
ples of situations where a coordinator-based star 
topology is better suited. In such cases, a central 
node (e.g. the traffic light) will facilitate the com-
munications between nodes. Therefore, due to 
the high dynamicity of the network and depend-
ing on the occurring events, vehicular networks 

are developing toward mesh topology networks. 
This will involve the necessity of complex routing 
protocols, which must provide robust connectiv-
ity and rapid access times. Thus, a future version 
of a vehicular VLC standard should be developed 
considering different types of (safety) applications. 
This version should cover in detail the routing pro-
tocols that should be selected depending on the 
type and on the priority of the messages.

Dimming

A specific problem in VLC compared to other 
wireless communication technologies is the 
necessity to maintain data transfer while radiation 
is dimming. The standard proposes two different 
dimming solutions. In OOK, the light intensity lev-
els of the on and off states remain unchanged, 
whereas the dimming is achieved through the 
insertion of compensation times. The compensa-
tion times represent additional time slots in which 
the light is completely turned on or off, depend-
ing on the required dimming level. Although the 
maximum communication distance remains con-
stant in this case, the insertion of compensation 
times affects the transfer data rate. Furthermore, 
it also leads to a loss of synchronization, which 
imposes the insertion of additional short resyn-
chronization patterns. 

In VPPM, dimming is achieved by controlling 
the pulse width, and thus by modifying the bits, 
controlling light intensity levels. Let us remem-
ber that VPPM combines the features of pulse 
position modulation (2-PPM) to prevent flickering 
and pulse width modulation (PWM) to enable 
dimming and brightness control. As opposed to 
OOK, the maximum communication distance is 
reduced in this case while the data rate remains 
constant. VPPM is mainly envisioned for applica-
tions that involve high resolution dimming and 
where the data rate is prior to the communication 
distance. In transportation, VPPM seems to be 
suitable for energy saving applications based on 
light intensity control, as in intelligent street light-
ing systems, which can be further enhanced with 
data broadcasting capabilities (I2V). Here, the 
distances between the street light and the vehi-
cles on the street are constant, predictable, and 
relatively short. Therefore, even with the lights 
dimmed, high data rates are enabled, whereas the 
short distances can still be safely covered. On the 
other hand, vehicular VLC applications also imply 
scenarios in which the communication distance 
and the connectivity are more important than the 

Figure 3. IEEE 802.15.7 standard visible light communication medium access 
topologies.

Broadcast

Device

Peer-to-peer

Device

Star

Coordinator

Device



IEEE Communications Magazine • April 2017172

data rate. The communication between a traffic 
light and the approaching vehicles, or the com-
munication between two vehicles, are relevant 
examples for such applications. In such cases, 
OOK seems to be more appropriate. 

The fact that the standard has considered these 
two different situations and is offering adequate 
dimming options for both circumstances can only 
be appreciated, as it enables VLC use in multiple 
scenarios. 

Flickering

Another VLC-specific problem is related to the 
light flickering that might be induced by the mod-
ulation technique. Different from other wireless 
communication technologies, in VLC, the light 
wave carrier is perceivable by the human eye. 
Consequently, the standard strictly imposes that 
the modulation method must not induce any 
noticeable flickering that might affect human 
health. The standard defines flicker as a brightness 
fluctuation that can produce noticeable physiolog-
ical changes in humans. In consequence, it delim-
its the maximum flickering time period (5 ms), 
within which the light intensity can be changed 
without being perceived by the human eye [9]. 

In VLC, flickering is categorized as intra-frame 
flickering (within the data frame) and as inter-
frame flickering (between adjacent frames). To 
prevent inter-frame flickering, the standard stipu-
lates the use of idle patterns that have brightness 
equal to one of the data frames. Intra-frame flick-
ering is prevented by using run length limited 
(RLL) coding. In RLL coding, an equal number of 
ones and zeros are generated and consequent-
ly, the flickering is diminished by avoiding long 
series of ones or zeros. For example, in outdoor 
applications, the standard specifies the use of 
Manchester coding for OOK, and 4B6B coding 
for VPPM. 

Although the standard seems to be very 
strict concerning flickering, the effect of the 
VLC induced flickering is rather insufficiently 
studied. The concerns related to possible health 
issues generated by VLC flickering might justify 
such strict constraints, but they could be differ-

ent from one class of applications to another. On 
the one hand, indoor applications are associated 
with a long exposure time and require more care 
in addressing the flickering issue. On the other 
hand, in vehicular applications, the exposure to 
the communication light is less direct, less intense, 
and the potential flickering source is less often the 
main lighting source. Furthermore, as the vehicle 
is moving, the exposure to communication light is 
limited in time. 

Based on these considerations, unless clear 
evidence of health problems caused by modu-
lation induced flickering are found, the standard 
could be less strict to flickering for vehicular appli-
cations. In this direction, the standard could allow 
the use of other codes and/or modulations under 
some specific constraints. 

Modulation Frequencies, 
Forward Error Correction, and Data Rates

Unlike the indoor applications, for which the 
standard stipulates the use of 3.75 MHz to 120 
MHz optical clock rates, for outdoor applica-
tions, optical clock rates below 400 kHz were 
chosen. Lower frequencies were considered 
because LEDs used in outdoor applications (e.g. 
street lighting, traffic lights) generally require 
high currents and therefore they switch slow-
er. For OOK applications, the standard specifies 
the use of a 200 kHz optical clock, whereas for 
VPPM, an optical clock rate of 400 kHz is speci-
fied. These clock rates were considered in order 
to prevent any interference with other sources 
of light, which may generate harmonics with fre-
quencies of up to a few tens of kilohertz, but 
also to prevent flickering. 

As the outdoor VLC applications involve 
longer distances, these VLC links are strongly 
affected by path loss. Furthermore, outdoor appli-
cations are disrupted by the strong daylight inter-
ference and also by other artificial light sources. 
To mitigate the effect of the unfriendly conditions, 
the standard specifies the use of convolutional 
codes (CC) in addition to the Reed Solomon (RS) 
codes, specified for the indoor applications. The 
RS and the CC blocks are separated by an inter-
leaver, providing a 1 dB performance improve-
ment. Furthermore, the two FEC codes are highly 
compatible with the RLL codes, which also have 
error detection capabilities, insuring another 1 dB 
improvement.

As summarized in Table 2, although signifi-
cantly improving the robustness to noise, the FEC 
codes significantly affect communication data 
rates and throughput. Furthermore, their use gen-
erates an increased number of computations, and 
therefore they entail the use of a powerful and 
more expensive data processing unit. As the auto-
motive industry is rather budget-restrictive, a fair 
cost-performance tradeoff should be sought.

Frame Structure

Concerning the data frame structure, as illustrated 
in Fig. 4, the standard proposes a rather minimal-
ist frame, comprised of three main fields: synchro-
nization header, physical header, and data field. 

The frame begins with a synchronization lock-
ing pattern, which enables the receiver to achieve 
optical clock synchronization. Next, the preamble 
includes a sequence of four topology-dependent 

Table 2. PHY I operating modes [9].

Modulation RLL coding
Optical 
clock

FEC

Outer code 
(RS)

Inner code 
(CC)

Data rate 
([kb/s)

OOK Manchester 200 kHz

(15,7) 1/4 11.67

(15,11) 1/3 24.44

(15,11) 2/3 48.89

(15,11) None 73.3

None None 100

VPPM 4B6B 400 kHz

(15,2) None 35.56

(15,4) None 71.11

(15,7) None 124.4

None None 266.6
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patterns which provide information concerning 
the selected topology (i.e. broadcast, star, or 
peer-to-peer). The preamble field is transmitted 
using OOK modulation and no channel coding. 

The second main field is the PHY header, 
providing information regarding the transmission 
mode, the number of the communication chan-
nel, the selected PHY layer, the data rate, and 
the message length. As this information is vital 
for the proper decoding of the data, the header 
is protected by a 16 bit cyclic redundancy check 
sequence. The next field of the PHY header 
encloses some optional fields, specific for partic-
ular situations. The transmission of the PHY head-
er is performed at the lowest data rate by using 
OOK and Manchester encoding. 

The third main field is the data field, which has 
a length of up to 1023 bytes and is protected by 
a frame check sequence. Idle patterns are also 
introduced to separate the data frames in order to 
prevent inter-frame flickering.

By taking into account the specific character-
istics of vehicular communications, such as short 
data messages (200 bits to 1000 bits), the need 
for very low delays and high PDR, and the lower 
requirements for dimming, the standard could be 
adapted by reducing the overhead. For example, 
the synchronization header and optional fields 
could be reduced. Special attention should be 
paid to the check sequences, with the length 
resulting from a compromise between BER and 
throughput, and therefore, it can be determined 
by the requirements of the vehicular applications, 
and not by overall VLC requirements.

Discussions on 
Vehicular VLC Standardization

Benefits and Challenges of a 
Vehicular VLC Standard

In the last decade, the performance of LED devic-
es has significantly improved, while the cost been 
decreasing. Within this context, LED light sources 
are meant to totally replace classical lighting. This 
trend is also observable in transportation, where 
LEDs are used in traffic lights, street lighting sys-
tems, traffic displays, or in vehicle lighting systems. 
Referring to transportation, this great dispersal 
offers the premises for an unprecedented distri-
bution of the VLC technology, which in turn can 
ensure fast technology deployment and a rapid 
market penetration. However, an important step 
toward technology deployment is standardization. 
Standardization of the work has the potential to 
diminish the gap between academia and industry 
and also to stimulate the technology. Therefore, a 
competitive and widely accepted standard offers 
great benefits for both industry and consumers.

Limited Acceptability of the IEEE 802.15.7 Standard

Despite the fact that the IEEE 802.15.7 standard 
was published several years ago, one can observe 
that the standard has not been widely accepted. 
Currently, there are only a few works that report 
hardware implementations of VLC systems that 
comply with the standard’s requirements (e.g. [6, 
10–12]). The divergence between the state of 
the art and the standard is most obvious in the 

Figure 4. Structure of the VLC data frame.
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case of indoor VLC systems. Here, the standard 
stipulates data rates up to 96 Mb/s, in the con-
text of numerous experiments that proved data 
rates above 1 Gb/s [2]. Although multi-Gb/s data 
rates are often reported for centimeter distances, 
there are several prototypes that achieved Gb/s 
data rates up to a few meters [2]. Furthermore, 
a significant number of the VLC developers are 
considering using other modulations and coding 
techniques rather than those of the standard.

Referring to its application in V2V or in I2V 
communication, again, the standard’s use is lim-
ited. Moreover, most of the existing VLC systems 
targeted for inter-vehicular communications have 
been developed without even attenpting to com-
ply with the standard’s requirements [1]. In other 
cases [4, 5], the developers used the specified 
modulation and/or coding, but without com-
plying with the other architectural or functional 
requirements (e.g. frame structure, modulation 
frequency, data rates). 

Generally, prototype developers have chosen 
to use solutions different from those of the stan-
dard with the purpose of maintaining low system 
complexity, and thus a low price, factors that are 
crucial for the automotive industry. In [6], the 
authors present the experimental results of one 
of the very few standard-complying VLC receivers 
intended for automotive applications. Although 
a low cost was the goal, the prototype had a 
final price of more than 1500€. One can expect 
that once widely accepted, mass production will 
reduce the cost, but still, such a price level is too 
high. Furthermore, due to the complexity of FEC 
protocols (complexity in terms of high computing 
times), the system was not able to process the data 
in real time, imposing the use of more complex 
data processing units. Concerning the throughput 
efficiency, it is below 50 percent, whereas the BER 
results were between 10–5 and 10–3, for distanc-
es up to 10 meters. In these circumstances, the 
results appear to be rather unsatisfactory. The low 
throughput efficiency of standard-complying VLC 
systems is also confirmed in [10], whereas in [11] 
and [12], the proposed systems achieve communi-
cation distances of only a few meters, too short for 
practical use in vehicular applications.

Automotive-Specific Concerns and Issues 
That Should be Covered by a 

Future Vehicular VLC Oriented Standard
Although lapidary, the inclusion of intelligent 
transportation system (ITS) applications in the IEEE 
802.15.7 standard is encouraging the continued 
research in this domain. However, even though 
the standard refers to the outdoor low data rate 
applications and mentions here vehicle commu-
nications, it was not specially developed for such 
a purpose. Furthermore, the standard does not 
provide the required specifications that should 
be applied in the field, offering only a general 
framework. Therefore, even though the standard 
identifies transportation domain as a potential 
application area, it does not provide any specific 
information regarding I2V or V2V implementing 
rules. Thus, developers in the field do not refer to 
the standard when developing their prototypes. 
However, starting from the current specifica-
tions of the standard, after identifying the vehic-
ular communication-specific requirements, a new 

standard release could be expected. A similar 
approach was considered for 5.9 GHz RF com-
munications, where the IEEE 802.11p standard 
for wireless access in vehicular environments was 
developed as an extension of the IEEE 802.11a 
standard for wireless local area networks (WLAN).

Vehicular safety applications must provide 
highly reliable links and are very stringent in terms 
of latencies and PDRs. Within this context, the 
VLC systems designed for automotive applications 
must have the ability to cope with the vehicular 
environment (i.e. highly dynamic and very unpre-
dictable) and with the specific atmospheric con-
ditions (i.e. strong sun light, fog, rain or snow). 
Supporting reliable and robust communications 
in such conditions represents a major challenge 
for VLC, whereas having doubts on these issues 
further postpones technology deployment. Part of 
the problem could be addressed by introducing 
environment-adaptive communications [13]. Thus, 
the standard should provide a channel estima-
tion algorithm, enabling the vehicles to adjust the 
communication parameters (e.g. modulation, data 
rate) depending on the external conditions and 
on the SNR level. Moreover, the standard should 
allow data ranking according to the priority of the 
information, along with different quality of service 
(QoS) requirements for each case (i.e. priority 
class). Accordingly, the FEC usage should also be 
priority oriented, and thus the messages should 
also be classified according to their relevancy (i.e. 
messages relevant only for the neighboring vehi-
cles, for a wider area, or messages that require 
retransmission and a specific time to live period).

Therefore, the VLC standard for vehicular 
applications should be very strict concerning 
the robustness to perturbations and to latencies, 
whereas it could be less stringent concerning flick-
ering mitigation and high resolution light dimming, 
which are less important in this area. Furthermore, 
the future standard should further simplify the 
frame structure, in order to reduce the overhead 
and enhance the throughput. Other aspects that 
should be approached are related to the message 
generation rate and to vehicular-specific network-
ing. Here, the standard should provide informa-
tion referring to dynamic mesh topologies, able to 
provide rapid and efficient channel access. 

In addition to lighting and wireless communi-
cations, VLC could also be used in distance mea-
surement and positioning applications, as in [3, 
14]. Although in an early stage, the potential of 
this type of application is high, whereas the bene-
fits in vehicular safety applications are even high-
er. Thus, as the technical aspects are clarified and 
the viability experimentally demonstrated, a future 
revision of the standard should cover the aspects 
regarding the VLC usage for inter-vehicle distance 
measurements and positioning. 

A gratifying aspect concerning the future 
development of the VLC technology is the fact 
that a revision of the standard, known as IEEE 
802.15.7r1, is already under development. This 
revised version includes vehicular communica-
tions as a fundamental VLC use case, mentioning 
here V2I and V2V applications. In this case, the 
standard considers the requirements of vehicular 
communications and aims to enhance mobility, 
data rates, robustness, and to enhance the net-
working protocols [15].
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Conclusions

As the interest in communication-based vehicle 
safety applications is increasing, VLC provides 
an efficient solution for dense traffic situations. 
This article has reviewed the IEEE 802.15.7 stan-
dard for optical communications and debated the 
aspects related to its application in automotive 
communications.

The article has pointed out that although it has 
been several years since it was released, the stan-
dard acceptance is quite limited, as the develop-
ers in the field prefer to develop their prototypes 
independent from the standard rather than com-
plying with its requirements. Currently, it can be 
considered that complying with the standard’s 
specifications increases the system’s complexi-
ty and the implementation cost. Furthermore, as 
automotive applications generally use short mes-
sages, the throughput performances are signifi-
cantly affected by the large overhead. Within this 
context, the article has pointed out the necessi-
ty of a standard focusing on the usage of VLC 
in vehicular applications. An intermediate step 
toward this objective could be represented by the 
inclusion of VLC vehicular communication as a 
use case of the IEEE 802.15.7r1 standard.
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Abstract

The smart power grid enables intelligent 
automation at all levels of power system opera-
tion, from electricity generation at power plants 
to power usage in the home. The key enabling 
factor of an efficient smart grid is its built-in ICT, 
which monitors the real-time system operating 
state and makes control decisions accordingly. 
As an important building block of the ICT system, 
power system state estimation is of critical impor-
tance to maintain normal operation of the smart 
grid, which, however, is under mounting threat 
from potential cyber attacks. In this article, we 
introduce a graph-based framework for perform-
ing cyber-security analysis in power system state 
estimation. Compared to conventional arithme-
tic-based security analysis, the graphical charac-
terization of state estimation security provides 
intuitive visualization of some complex problem 
structures and enables efficient graphical solu-
tion algorithms, which are useful for both defend-
ing and attacking the ICT system of the smart 
grid. We also highlight several promising future 
research directions on graph-based security analy-
sis and its applications in smart power grid.

Introduction
The smart power grid is committed to providing 
stable, high-quality and inexpensive electricity sup-
ply to meet the surging power demand of modern 
society through its intelligent energy management 
in power generation, transportation and distri-
bution, and its introduced competitive market 
mechanisms. Essentially, the intelligence of smart 
grid is driven by its embedded ICT infrastructure, 
especially the EMS/SCADA (energy management 
system and supervisory control and data acquisi-
tion) system [1]. As shown in Fig. 1, the SCADA 
system is responsible for collecting the measure-
ment data reported by distributed meters/sensors, 
which is then fed to the state estimator located 
at the control center to derive the estimation of 
system state variables, for example, bus voltage 
amplitudes and phases. Based on the estimation, 
the EMS, as well as other power system applica-
tions, then makes control decisions, for example, 
optimal power flow, load curtailment, and elec-
tricity pricing, to adjust the physical aspects of 
the power grid. Evidently, a secure and efficient 
power system requires accurate state estimation 
that truthfully reflects the system operating state.

The dependence of smart grid on its ICT infra-

structure makes cyber-attacks on state estimation 
a viable approach to impact normal system oper-
ation. In the conventional power network, power 
devices are isolated from the public network and 
under close control by the industrial system oper-
ator. In the smart grid, however, many distributed 
smart meters are installed in households, which 
often connect to the public Internet and run 
IP-based communication protocols to facilitate 
two-way information exchange between the users 
and system operator. This computer-network-like 
ICT structure achieves low management cost, but 
also exposes the smart grid to potential cyber 
attacks through the public information access 
points. One common cyber attack in smart grids 
is false-data injection, which distorts the measure-
ments collected by the system operator through 
either physical device compromise or remote 
cyber-data injection [2]. Being able to compro-
mise the state estimation, an adversary capable of 
false-data injection can have a large impact on the 
power system and beyond, such as earning lucra-
tive profits from electricity price manipulation in 
the power market [3, 4], or causing a regional 
blackout to induce chaos and financial loss [5].

The state estimator commonly uses a bad data 
detection (BDD) mechanism to filter faulty data, 
either caused by random network error or mali-
cious injection [1]. However, BDD is unable to 
detect some structured collaborating injection 
attacks that are disguised as normal measure-
ments [2]. One countermeasure is data-driven 
detection, which uses the statistical features of the 
previously collected measurement data to iden-
tify anomalous measurements [4]. Nonetheless, 
it cannot fully eliminate the threat of injection 
attacks, and its performance highly depends on 
the accuracy of the extracted statistical features. 
To fundamentally mitigate false-data injection 
attacks, it is necessary to secure meter measure-
ments themselves to evade malicious injections 
by, for example, guards, video monitoring, or tam-
per-proof communication systems [6]. In a large 
power network with hundreds of meter measure-
ments, it is tempting to devise a strategic protec-
tion that achieves system security requirements 
with low cost, for example, a small number of 
secured devices.

Arithmetic and graphical methods are two pop-
ular approaches for security analysis in power sys-
tem state estimation. Specifically, the arithmetic 
approach applies algebra and matrix theory to 
analyze the solution space of state estimation, 
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and thus the potential threats and countermea-
sures of injection attacks (e.g., [7, 8]). Despite 
its effectiveness in extensive applications, the 
arithmetic approach is found to be inefficient in 
handling some complex problems, especially for 
those with combinatorial features, for example, 
involving selecting k out of K buses. Alternative-
ly, the graph-based approach, which uses graph 
models to characterize security problems, can 
provide intuitive visualization of complex problem 
structures (e.g., [9–12]). Its useful insight can lead 
to efficient optimal or sub-optimal graphical solu-
tion algorithms that are otherwise not achievable 
by arithmetic approaches. However, classic graph 
algorithms often need significant modifications to 
solve power system security problems of unique 
graphical structures.

In this article, we provide an overview of 
graphical methods for performing cyber-security 
analysis in power system state estimation. Spe-
cifically, we first describe the method to model 
power network in a graph. Then, we establish a 
graph-based characterization of state estimation 
security, and introduce representative graphical 
algorithms to solve security problems in state esti-
mation. We also suggest several future research 
directions on graph-based security analysis and its 
applications in smart power grid. Finally, we con-
clude this article.

Graph Modeling of  
Power Networks and Measurements

As shown in Fig. 2a, a power network consists 
of a number of buses, loads, power generators, 
and power transmission lines that interconnect 
them.1 One important parameter representing the 
operating state of the power system is the phasor 
of each bus, including its voltage phase angle and 
voltage magnitude. In practice, the voltage mag-
nitudes can often be directly measured, while the 
values of phase angles need to be obtained from 
state estimation [1]. Conventionally, in the linear-
ized DC measurement model, the estimate of the 
phase angles is obtained from the active power 
measurements, that is, the active power flows 

along the power lines (e.g., meter 1) and the 
active power injections at the buses (e.g., meter 
2). In recent years, phasor measurement units 
(PMUs) have emerged as an advanced metering 
technology that can provide direct real-time volt-
age phasor measurements with high accuracy and 
reliability in addition to the conventional meters. 
In practice, due to high PMU installation costs 
and the legacy power system in operation, state 
estimation is often obtained from a mixture of 
PMUs and power flow measurements.

For a power network with n + 1 buses, we 
regard one of them as the reference bus, denoted 
by R, and estimate the phase angles of the other 
n buses (state variables) from m meter measure-
ments, denoted by q = (q1, q2, .., qn)’ and z = (z1, 
z2, …, zm)’, respectively. Also, we denote the set 
of n unknown buses as S, the set of all the buses 
V  R ∪ S, the set of transmission lines as E, and 
the set of m measurements as M.

As shown in Fig. 2b, a power network can 
also be described in an undirected graph, where 
vertices and edges represent buses and transmis-
sion lines, respectively. Without loss of generality, 
we regard bus 1 as the reference throughout this 
article. Loosely speaking, a flow meter reflects 
the difference between two state variables; an 
injection meter reflects the sum of differences 
of a state variable with respect to the subset of 
state variables in one-hop distance; and a PMU 
meter reflects the difference of a state variable 
with respect to the reference bus. For the conve-
nience of exposition, we consider in this article 
only conventional power flow measurements. In 
fact, a PMU measurement can be equivalently 
converted to a flow measurement in security anal-
ysis, which is discussed in [9].

Given a subset of meter measurements  — M ⊆ 
M, we can find correspondingly a subnetwork 
(and thus a subgraph) measured by  — M, denot-
ed by G( — M) = (— V, — E). That is, a flow meter mea-
sures the transmission line where it is installed and 
the two buses in both ends; an injection meter 
measures the bus that is installed, the transmis-
sion lines connected to the bus, and all the buses 
on the other end of the transmission lines. In Fig. 

In recent years, phasor 

measurement units 

have emerged as an 

advanced metering 

technology that can 

provide direct real-

time voltage phasor 

measurement with high 

accuracy and reliabil-

ity in addition to the 

conventional meters. 

In practice, due to high 

PMU installation costs 

and the legacy power 

system in operation, 

state estimation is often 

obtained from a mixture 

of PMUs and power 

flow measurements.

Figure 1. An illustration of the operation of the SCADA/EMS system for a four-bus network.
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2c, for instance, the subgraph measured by  — M = 
{r1, r2, r3, r4, r5} is — V = {1, 2, 4, 5, 6} and — E = 
{e12, e15, e25, e45, e56}, where r2 and r4 are injec-
tion meters and eij denotes the edge connecting 
vertex i and j. For a normal power network, the 
measured full graph G(M) includes all the verti-
ces V to estimate all the state variables, but not 
necessarily all the transmission lines. For instance, 
we can see that the transmission line between bus 
2 and bus 4 is not measured by any meter, and 
thus is not present in the graph model in Fig. 2b.

Graphical Characterization of 
State Estimation Protection

State Estimation Problem
The state estimation problem is to derive the 
unique estimation of q from the measurements z, 
which are related by

z = Hq + e.

Here, H denotes the measurement Jacobian 
matrix and e denotes independent measurement 
noise with zero mean. The exact value of H is 
related to the physical aspects of the power net-
work, for example, the network topology, the 
placement of meters, and the transmission line 
impedance [1]. In particular, we consider in this 
article a well-functioning power network that a 
unique estimate q̂ of the unknown variables can 
be obtained from the received measurements. 
This requires a sufficient number of meters to be 
placed in proper locations such that H is a full 
column rank, that is, rank(H) = n. At least n meters 
are needed to derive a unique state estimation. 

Meanwhile, the other m – n measurements pro-
vide the redundancy to improve the resistance 
against random errors. Detailed meter placement 
methods can be found in [13]. Let q̂ denote the 
maximum likelihood estimation of q [1]. The cur-
rent power systems use a BDD mechanism to 
remove the bad data, assuming that the errors are 
random and unstructured. It calculates the residu-
al r = z – Hq̂ and compares its l2-norm with a pre-
scribed threshold t. A measurement z is identified 
as a bad data measurement if r = ||z – Hq̂||2 > t, 
or otherwise a normal measurement.

Data Injection Attack

A data injection attack compromises the normal 
measurements through either physical access 
or remote cyber control, resulting in fabricat-
ed measurements ~z = z + a, where a denotes 
the injected data. It can be easily shown that an 
injection attack structured as a = Hc, where c is 
an arbitrary vector, will produce the same BDD 
residual as the normal measurement z, and thus 
can introduce a bias c to the state estimate with-
out being recognized as a malicious attack [2]. 
This kind of attack is commonly referred to as an 
undetectable attack. In general, such an attack 
requires a high level of coordination to compro-
mise multiple measurements simultaneously. In 
some cases, however, the adversary can exploit 
the special structure of H to achieve the attack-
ing objective by compromising only a small 
number of measurements. In fact, we will show 
later how to use graphical methods to exploit 
the opportunity of an undetectable attack with 
the minimum number of meter measurements to 
compromise.

Figure 2. a) An example 14-bus power network and measurements; b) its graph modeling, where the red 
vertices (edges) denote the buses (transmission lines) that have injection (flow) meters installed; c) an 
example measured subnetwork; d) an edge-measured Steiner three embedded in the subnetwork.
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Power Network Observability
State estimation protection is closely related 
to the concept of power network observability. 
The conventional power network observability 
analysis studies whether a unique estimate of all 
unknown state variables can be determined from 
the measurements [1]. Notice that the observ-
ability of a network is related to the network 
topology and the placement of meter measure-
ments, rather than the value of received mea-
surements in real-time. Out of the m total meters, 
a set of n meter measurements is referred to as 
a basic measurement set if the estimation of n 
unknown state variables can be uniquely derived 
from them. It is proved that the presence of any 
data injection attack can be detected if we can 
make sure that the measurements taken from at 
least one basic measurement set are trustworthy, 
that is, the meters are well-protected [7]. Intu-
itively, this is because the estimation obtained 
from a basic measurement set can be used to 
validate the result derived from all the meter 
measurements.

In a large-size power network with several 
hundred state variables, it could be infeasible to 
perform a security upgrade to protect n basic 
measurements with a limited budget. Even with 
a sufficient budget, protecting the n basic mea-
surements in a random sequence may still open 
to attackers the possibility to compromise a large 
number of state variables during the lengthy secu-
rity installation period. In both cases, it is valuable 
to devise a method that gives priority to defend-
ing a subset of state variables that serve our best 
interests at the current stage, and offers the possi-
bility of expanding the set of protected state vari-
ables in the future.

In light of this, [9] generalizes the concept 
of power network observability to subnetwork 
observability. Specifically, a subnetwork G( — M) 
= (— V, — E ) is referred to as observable if a unique 
estimation of — V can be derived from  — M. Then, 
protecting the measurements in  — M can ensure 
that any data injection attack can be detected 
as long as it attempts to compromise any mem-
ber in — V. The observability of G( — M) can be eas-
ily determined with a simple matrix calculation. 
Accordingly, to defend a set of state variables, 
denoted by D, the problem becomes finding 
an optimal observable subnetwork G( — M)= (— V,  — E ), either with the minimum number of vertices 
or the minimum cost to secure the meters in  
 — M, that satisfies D ⊆ — V. An intuitive solution is to 
enumerate all possible vertices in S\D to check 
if an observable subnetwork can be constructed 
together with D. This enumeration method, how-
ever, is combinatorial in nature, and indeed the 
problem to find the optimal subnetwork is proved 
to be NP-Hard [9].

Graphical Characterization of Observability

Alternatively, the network observability has an 
intuitive characterization using graphs. Specifical-
ly, a subnetwork G( — M) = (— V, — E ) is observable if 
and only if an edge-measured Steiner tree (EMST) 
[9], denoted by T = (— V, Ê), can be constructed 
from the subnetwork and satisfies the following 
conditions:
•	 The reference vertex R is contained in the 

tree, that is, R ∈ — V.

•	 Each edge e ∈  Ê is mapped to a flow meter or 
an injection meter p ∈  — M that measures it.

•	 Different edges are mapped to different 
meters in  — M.
Intuitively, this requires finding a tree that con-

nects all the vertices in the subgraph to the ref-
erence vertex, where each edge is mapped to a 
meter that takes its measurement. For instance, 
an EMST and the measurement-to-edge mappings 
are shown in Fig. 2d for the observable subnet-
work in Fig. 2c. Such a tree is named a Steiner 
tree because in general only a subset of vertices 
is included in the tree. A special case is — V = V, 
where the Steiner tree becomes a spanning tree 
that includes all the vertices in the network [13]. 
Thanks to the graphical structure of an observable 
subnetwork, we introduce in the following section 
some efficient graphical algorithms for security 
analysis in power systems.

Graph Algorithms for 
Power System Security Analysis

Maximum-Flow Matching Algorithm
The graphical characterization establishes the 
equivalence between the subnetwork observ-
ability and the existence of an embedded EMST. 
A natural question is how to construct such an 
EMST from an observable subnetwork G( — M) = 
(— V, — E), which is very useful in visualizing the net-
work observability to enable efficient tree-based 
algorithms. As finding a set of meters  M̂ ⊆  — M to 
derive a unique estimation of — V is easily achiev-
able through a Gauss-Jordan matrix elimination, 
the question lies in how to find the mappings 
between  M̂ and the edges — E to satisfy the EMST 
definitions. Interestingly, the EMST construction 
problem can be solved in polynomial time using a 
maximum-flow method [14].

We use an observable subnetwork in Fig. 2c 
as an example to illustrate the method to obtain 
an EMST. As shown in Fig. 2d, we have — V = {1, 
2, 4, 5, 6},  M̂ = {r1, r2, r4, r5}, and the set of 
edges measured by  M̂ is — E = {e12, e15, e25, e45, 
e56}. Then, a directed graph is constructed in Fig. 
3, where 1 is chosen as the root to construct 
the Steiner tree. We select in advance an edge 
connected to the root, say e12, in the final tree 
solution. This is achieved by setting both the 
lower and upper capacity bounds of the edge to 
be 1. The other edges’ lower and upper capacity 
bounds are set to be 0 and 1, respectively. Then, 
a maximum flow is calculated from the source(s) 
to the terminal (t), which is achievable in polyno-
mial time using, for example, the Ford-Fulkerson 
Algorithm [14]. If the problem is feasible, that is, 
if the flow solution is 1 in edge e12, we obtain 
a measurement-to-edge mapping by observing 
the saturating flows in the graph. Otherwise, the 
actual EMST solution does not include e12 (i.e., 
the initial guess is wrong), thus we select another 
edge connected to the root and recalculate the 
maximum flow problem. Since the subnetwork 
is observable, the existence of a solution is guar-
anteed. In the above example, the final measure-
ment-to-edge mapping is {r1, r2, r4, r5} ↔ {e12, e15, 
e45, e56}, while edge e25 is not used. Then, the 
edges obtained by the maximum flow calcula-
tion will form a tree that spans all vertices in —V, as 
shown in Fig. 2d.
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Commodity Flow Maximization Algorithm
Although finding a minimum EMST that includes 
a set of vertices D is NP-Hard, a commodity 
flow formulation that exploits the tree structure 
of EMST can largely reduce the complexity com-
pared to some enumeration based methods, for 
example, from several months to a couple of 
minutes in a medium-size network. Intuitively, this 
is because the graph-based formulation can sig-
nificantly reduce the search space of candidate 
solutions and enable effective off-the-shelf graph/
optimization algorithms.

Consider a digraph G =(V, A) constructed by 
replacing each edge in the measured full graph —G(M) = (V, E) with two arcs in opposite direc-
tions. We set the reference bus as the root and 
allocate one unit of demand to each vertex in D. 
As shown in Fig. 4, commodities are sent from 
the root to the vertices in D through some arcs. 
Notice that the choice of the vertices D in Fig. 4 
is only for the simplicity of illustration, where an 
arbitrary subset of vertices D ⊆ S can be selected. 
Then, the vertices in D are connected to R via 
the used arcs if and only if all the demands are 
satisfied. When we require using the minimum 
number of arcs to deliver the commodity, the 

used arcs will form a directed tree, referred to 
as a Steiner arborescence. Evidently, the solution 
to the minimum EMST problem can be obtained 
if we neglect the orientations of the arcs in the 
obtained Steiner arborescence. To satisfy the con-
ditions of a feasible EMST, we need to make sure 
that any selected arc is mapped to a meter that 
measures it. In particular, if an arc is mapped to 
an injection meter, all the vertices measured by 
the injection meter must also be included in the 
arborescence, as if a pseudo demand is allocated 
at these vertices. Then, the problem is to satisfy 
both the actual and pseudo demand using a mini-
mum number of arcs.

Based on the commodity flow model, a mixed 
integer linear programming (MILP) formulation is 
proposed in [9], and extended to arcs of different 
weights (different costs are needed to secure the 
meters) in [12], which can be solved with many 
off-the-shelf integer optimization tools, such as 
Gurobi and CPLEX. Accordingly, we can use the 
mappings from the arcs in the optimal EMST 
to the optimal set of meter measurements that 
defends the state variables in D.

Tree Pruning Algorithm

Due to the NP-Hardness of finding an optimal 
EMST, the commodity flow based method can 
still result in high computational complexity in a 
large-size power network consisting of hundreds 
of buses. A polynomial-time suboptimal algorithm 
using the idea of tree pruning is considered in [9]. 
Starting from the full measured graph, the key 
idea is to iteratively construct an EMST from the 
subnetwork and prune away redundant vertices 
not in D, while keeping the remaining subnetwork 
formed by the residual vertices observable until 
a shortest possible EMST is obtained. Specifical-
ly, the tree traversal algorithm can be applied to 
determine both the sequence and the subset of 
vertices to be pruned in each iteration.

In Fig. 5, we present an example to illustrate 
the pruning operation, where a feasible tree con-
taining 12 vertices is presented in Fig. 5a. Vertices 
5 and 8 are the terminal vertices to be included in 
the EMST solution. As shown in Fig. 5b, starting 
from the root 1, among the three child vertices 
of 1, only 2 can be pruned, since the descen-
dent vertices of either 3 or 4 contain a terminal 
vertex. After pruning 2, we proceed to check 3 
to see if its child vertex 5 can be pruned, which, 
however, is not feasible because 5 is a terminal. 
Then, we check 4, where neither of its child verti-
ces 6 and 7 can be pruned separately or togeth-
er. On one hand, this is because 6 contains a 
terminal as its descendent vertices. On the other 
hand, the removal of 7 does not remove the 
edge e46, which is mapped to the injection meter 
at 6 that measures 7, thus resulting in an unob-
servable residual subnetwork. For 7, however, all 
of its descendent vertices can be pruned as in Fig. 
5c. Up to now, we have finished the first round 
of pruning and obtained a residual tree in Fig. 5d. 
Then, we use the remaining vertices {1, 3, 4, 
5, 6, 7, 8} to generate new EMSTs using the 
maximum-flow matching algorithm, and repeat 
the pruning operations iteratively until no vertex 
can be further pruned.

It is shown in [9] that the tree pruning heuris-
tic (TPH) can achieve comparable performance 

Figure 3. Illustration of maximum flow method for constructing an EMST from 
an observable subnetwork. The solid lines denote saturating edges while 
the dashed lines denote unused edges.
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with the optimal solution obtained from the 
commodity flow MILP formulation, especially 
in a large-size network, while inducing much 
lower complexity. For instance, using a regular 
computer with Intel Core2 Duo 3.00-GHz CPU 
and 4 GB of memory, the average computation 
time needed to solve for |D| = 4 buses out of 
a 14-bus network is {0.04, 0.2, 0.02} seconds 
for the arithmetic-based enumeration, the intro-
duced MILP formulation, and the TPH methods, 
respectively [9]. However, the computation time 
of arithmetic-based enumeration grows dramati-
cally to around 90 years to solve for |D| = 4 in a 
57-bus network, which is computationally infeasi-
ble in practice. This, however, takes the MILP 
and the TPH methods only 3.7 seconds and 0.12 
seconds, respectively. As we further increase the 
size to a 118-bus network, the computation time 
of the TPH method increase almost linearly to 
0.49 seconds, while the optimal MILP formula-
tion increases quickly to around 5 minutes. In 
this sense, the TPH method can efficiently solve 
a problem in very large networks of several hun-
dred of buses within a couple of seconds, while 
it may take the MILP method many days or even 
months to complete.

Minimum S-T Cut Algorithm

An adversary can also apply graphical methods 
to exploit the opportunity to launch malicious 
attacks. A widely used algorithm is the minimum 
S-T cut method, which calculates the minimum 
sum weights of edges, whose removal would sep-
arate a source vertex from a terminal vertex in 
a weighted graph [10]. Intuitively, an adversary 
that intends to compromise a state variable will 
need to separate the corresponding vertex (the 
terminal) from the reference vertex (the source) 
in the graph by forming a cut on the edges. Then, 
the adversary needs to compromise all the meters 
that measure the edges in the cut. For instance, in 
Fig. 6a, the cut on e78 to attack bus 8 requires the 
adversary to compromise the flow meter on edge 
e78 and the injection meter on bus 7. The weight 

of each edge in the calculation of the minimum 
S-T cut problem can be set as the monetary cost 
to compromise the meters that measure it.

Similar minimum cut methods can also be 
applied to compromise a set of state variables 
[9] (Fig.6b); to find the smallest number of meters 
that the adversary can control to perform an 
unobservable attack [4]; to identify the most vul-
nerable measurements to inject false data [10]; 
and to exploit the opportunity of data injection 
attack when some meters are secured or the net-
work topology is only partially known [11, 12]. As 
the minimum S-T cut can be efficiently calculated 
in polynomial time, an adversary is able to quickly 
identify potential network security vulnerability.

Future Research Directions
Application-Oriented Security Analysis

Essentially, the power system state estimation is 
used for controlling specific applications, such 
as generation/load power control and electricity 
price calculation. It is therefore of practical value 
to perform application-oriented security analy-

Figure 5. Illustration of the tree pruning algorithm. The shaded vertices are terminals to be included in the 
EMST.
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sis in a higher application layer. Existing studies 
have shown that data injection attacks that cause 
blackout and electricity price manipulation have 
apparent graphical patterns [3, 5]. It is therefore 
interesting to exploit the underlying graphical 
structures in the attacks to compromise power 
applications, such as load prediction, unit com-
mitment, and frequency control. On the other 
hand, it is also useful to use graphical methods 
to strategically deploy security countermeasures, 
for example, to prevent collaborating attacks that 
compromise the electricity market.

Meter Measurement Placement Optimization

As we are now transforming the legacy power 
system to the future smart grid, a large amount 
of electricity infrastructure will be built in the near 
future, with a mixture of conventional and new 
metering/communication facilities. Many existing 
security vulnerabilities often come from the leg-
acy meter measurement placement, which hard-
ly considers the threat of potential collaborating 
attacks. Graphical methods can be useful to opti-
mize the placement of the meter measurement. 
By leveraging the graphical properties of network 
observability, we have the potential to achieve 
both high state estimation accuracy and high 
resistance to potential data attacks with relatively 
low meter placement costs.

Hybrid Graphical and Data-Driven Approaches

Graph-based security analysis is an offline “hard-
ware” approach, where physical protections are 
performed to ensure the measurements collect-
ed from a subset of meters are trustworthy (free 
from injection attacks). Data-driven attack detec-
tion, on the other hand, is an online “software” 
approach that leverages the statistical features 
of the measurements/state variables to identi-
fy potential abnormal measurements collected 
from unsecured meters. In particular, The graph-
based method is independent of real-time mea-
surements and does not alter the state estimation 
algorithm in EMS/SCADA. Therefore, it can be 
potentially combined with data-driven detection 
to further improve system security. For instance, 
trustworthy measurements, and hence the sub-
set of trustworthy state estimates derived from 
them, can be used as side information to improve 
the detection accuracy of data-driven statistical 
detections. In general, the graph-based protection 
method and the data-driven method should be 
jointly designed.

Security Analysis in the AC Model

Graph algorithms are commonly used to solve 
linear integer programming problems, and their 
effectiveness and efficiency to solve security 
problem in linear DC power systems is unsur-
prising. In many application scenarios, however, 
the AC power model, where both voltage ampli-
tude and phase are the state variables, is more 
preferable than the DC model, for example, to 
calculate the security constrained optimal power 
flow. Some studies have shown that data injec-
tion attacks to compromise AC state estimation 
are much more complicated than that in the DC 
model [15]. On the other hand, the observability 
of AC state estimation can no longer be charac-
terized as a simple Steiner tree structure as in the 

DC model. However, network observability may 
still contain tree-like structures to be identified 
to defend against potential attacks on AC state 
estimation.

Conclusions
In this article, we have provided a graphical frame-
work for performing security analysis in power 
system state estimation. From the perspective of 
both the system operator and the adversary, we 
have introduced several effective graph-based 
algorithms to solve security problems in state 
estimation. Compared to the commonly used 
arithmetic-based security analysis, graph-based 
analysis helps visualize some complex problem 
structures, which can lead to efficient optimal 
or reduced-complexity suboptimal graph-based 
algorithms. As the future smart power grid will 
integrate a large number of ICT facilities, cyber 
security is of paramount importance to guaran-
tee that the system is consistently operating in a 
secure and efficient state. Graph-based methods 
are expected to be a set of powerful tools in solv-
ing complex cyber security problems in the future 
smart grid.
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Abstract

Full-duplex (FD) communications with simulta-
neous transmission and reception on the same 
carrier have long been deemed a promising 
way to boost spectrum efficiency, but hindered 
by the techniques for self-interference cancella-
tion (SIC). Recent breakthroughs in analog and 
digital signal processing yield the feasibility of 
over 100 dB SIC capability, and make it pos-
sible for FD communications to demonstrate 
nearly doubled spectrum efficiency for point-
to-point links. Now it is time to shift at least 
partially our focus to FD networking, such as 
in cellular networks. FD networking has more 
complicated interference environments. There-
fore, its performance improvement is not that 
straightforward compared with half-duplex net-
working. Before putting FD networking into 
practice, we need to understand to which sce-
narios FD communications should be applied 
under the current technology maturity, how 
bad the performance will be if we do nothing 
to deal with the newly introduced interference, 
and most importantly, how much improvement 
could be achieved after applying advanced 
interference management solutions. We will dis-
cuss all these questions in this article. In partic-
ular, we will investigate advanced interference 
management solutions, including power control 
and user scheduling, and show that up to 91 
percent spectrum efficiency gain and 110 per-
cent energy efficiency gain of FD cellular net-
works over its HD counterpart can be achieved 
by applying these solutions.

Introduction
To satisfy the surging traffic demand, mobile net-
works are facing unprecedented challenges to fur-
ther improve their efficiency of spectrum usage. 
Currently, mobile networks operate in a half-duplex 
(HD) mode, which implies only one direction trans-
mission on a frequency carrier at any time and no 
extra cost for spatial separation. For example, the 
base station (BS) can transmit to users (downlink 
(DL)) at one time and frequency radio resource, 
and receive from users (uplink (UL)) at another. 
These time and frequency radio resources are also 
known as channels. They can be separated by time 
or frequency dimension, called time-division duplex 
(TDD) or frequency-division duplex (FDD) mode, 
respectively. On the other hand, transmission and 
reception on the same channel at the same time, 
also known as full-duplex (FD) communication, has 
long been dreamed of but has been hindered by 

strong self-interference from a node’s transmitter to 
its receiver. In an FD transceiver, the self-interfering 
signal from its transmitter is usually 100 dB stronger 
than the intended receiving signal. As hard as try-
ing to hear a whisper while shouting at the top of 
your lungs, strong self-interference in an FD system 
will easily cause the radio chain at the receiver to 
be saturated [1] and unable to work properly, not 
to mention decoding the data.

However, recent breakthroughs in analog and 
digital signal processing facilitate the real appli-
cation of FD communications. It is now feasible 
to have up to 110 dB self-interference cancella-
tion (SIC) capability [2]. Therefore, self-interfer-
ence is mostly removed with the residual strength 
reduced to the same level as the signal of interest 
before going through the decoding chain at the 
receiver, which makes data decoding feasible. As 
a result, there have been many real-time FD pro-
totypes reported [2–5].

While roughly doubled throughput has been 
reported for single-link FD transmission [5], the 
performance improvement of FD networks is not 
that straightforward due to the new interference 
introduced by FD links. The deployment of FD net-
working needs to consider the following two fac-
tors. First, it is still costly to equip FD functionality 
with above 100 dB for all user equipment (UE), so 
most of the UEs may still work in HD mode at least 
in the near future. Therefore, we assume only BSs 
work in FD mode. Second, coexistence of both UL 
and DL transmission on the same channel at the 
same time in all cells introduces far more compli-
cated interference, as illustrated in Fig. 1. From Fig. 
1, besides the inter-cell BS-to-UE and UE-to-BS inter-
ference that already exists in HD networks, dynam-
ic TDD networks1 [6] and FD networks experience 
extra inter-cell inter-BS and inter-UE interference. 
Furthermore, FD networks face intra-cell inter-UE 
interference as well as residual self-interference 
after SIC. Hence, smart interference management 
techniques are necessary to deal with various types 
of interference and ensure performance improve-
ment of FD networks compared with HD networks 
[7–11]. Therefore, given the current SIC and inter-
ference management capability, it is critical to 
carefully select application scenarios for FD com-
munications and design protocols and algorithms 
to deal with the newly introduced interference.

Scope and Key Findings
In this section, we will first introduce the metrics 
for the performance evaluation of FD cellular net-
works and then briefly summarize our findings to 
facilitate FD cellular networks.
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Scope and Evaluation Framework
There is a wide consensus that applying FD com-
munications to macrocells is not a good candi-
date scenario because of the large transmission 
power of macro BSs imposed by the large cov-
erage requirement [9]. Direct calculation yields 
that above 140 dB SIC is required to bring down 
the transmission signal to a level of –100 dB [9] 
for the macro BSs transmitting at 46 dBm. Instead, 
the architectural progression toward short-range 
systems, such as small-cell (e.g., picocells) systems 
where the cell-edge path loss is less than that in 
macrocell systems, makes the self-interference 
reduction problem much more manageable. There-
fore, in this article, we focus on cellular networks 
with pico BSs operating in FD mode while leaving 
macro BSs and UEs in HD mode. We will analyze 
how serious the problem could be if we directly 
introduce FD communications to the pico BSs in 
heterogeneous networks, and how effective differ-
ent interference management strategies may be.

We use the two important indicators for sys-
tem performance evaluation, i.e., system spec-
trum efficiency (SE) and system energy efficiency 
(EE). The system SE is defined as the overall UL 
and DL throughput per unit bandwidth. Mathe-
matically, it is given by

SE = Ttot
UL +Ttot

DL

Btot
,
 	

(1)

where Ttot
UL, Ttot and Btot

DL indicate the UL and DL 
throughput and the allocated bandwidth, respec-
tively. On the other hand, the system EE is defined 
as the aggregated bits transmitted in both UL and 
DL in unit bandwidth per joule energy consumed. 
Here we only consider transmission energy and 
ignore signal processing energy since the previ-
ous “air interface” radiated power is more tightly 
related to interference management strategies 
involved in the article. Then it could be mathemat-
ically formulated as

EE =
Ttot
UL +Ttot

DL( )×Ti / Btot
Etot
UL + Etot

DL = SE
Ptot
UL + Ptot

DL ,
 	

(2)

where Etot and Ptot stand for energy and power 
consumption, respectively, Ti denotes the trans-
mission time, thus Etot = Ptot  Ti. In Eq. 2, the 
superscripts UL and DL are used to indicate the 
UL and DL energy, power, and throughput. From 
Eq. 2, system SE and EE are correlated. It has 
been demonstrated that there exists an interest-
ing SE-EE tradeoff relationship in different types of 
networks, since the maximization of total SE and 
the minimization of the total Ptot are usually not 
achieved at the same time. In this article, we will 
investigate the behavior of such a relationship in 
FD networks.

Key Findings

In the rest of the article, we start our evaluation 
from a single-cell FD network. An optimization 
problem is formulated to maximize the system 
SE with the transmission power and user selec-
tion as control variables. We will show a surpris-
ing observation from the analytical solution, that 
for a given pair of UL and DL UEs, the power 
control for both the BS and the selected UL UE 
has a binary feature, i.e., either transmitting at its 

full power level or completely muting. Based on 
this observation, a joint power control and user 
selection problem reduces to a UE scheduling 
problem only, and interference awareness will 
play an important role in such a process. As a step 
further, we investigate multi-cell FD networks and 
identify the dominant interference for different 
network configurations based on system level sim-
ulations. We will demonstrate through system SE 
and EE evaluation that up to 91 percent SE gain 
and 110 percent EE gain can be achieved with 
different interference management schemes. In 
other words, FD networking will work, at least for 
the considered heterogeneous network setting 
with 110 dB SIC capability.

Single-Cell FD Network
In a single-cell FD network, the interference sit-
uation is much less complicated. However, as 
shown in Fig. 1, the FD network still needs to deal 
with the intra-cell interference from UL UE to DL 
UE and the residual self-interference at the trans-
ceiver of the BS. In this case, the problem to max-
imize the total system throughput of both UL and 
DL can be formulated as follows,

max
i, j , Pi

DL , Pj
UL

f = log 1+ αB2DPi
DL

N0 +αU2DPj
UL

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

                  + log 1+
αU2BPj

UL

N0 +αSICPi
DL

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

          s.t. 0 < Pi
DL ≤ Pmax

DL , 0 < Pj
UL ≤ Pmax

UL ,
	
(3)

where N0 denotes the noise power, Pi
DL and Pj

UL 
denote the transmission power of the BS (to DL 
UE i) and UL UE j, and are limited by the corre-
sponding maximum values PDL

max and PULmax, respec-
tively, aB2D, aU2D, and aU2B characterize the 

Figure 1. An illustration of different types of interference in FD networking.
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channel power gains from the BS to the DL UE, 
from the UL UE to the DL UE, and from the UL 
UE to the BS, respectively, and will be affected by 
UL and DL UE scheduling. aSIC indicates the SIC 
capability. Notably, we do not consider fast fading 
in these channels, and also regard the self-inter-
fering channel after SIC as a line-of-sight channel 
with the pathloss equaling the SIC capability.2

In this section, we will first dive into the power 
control problem with only one given pair of UL 
and DL UEs, and then extend to a multiple UE sit-
uation and investigate the problem of UE sched-
uling. Finally, we will provide the system-level 
analyses for its SE and EE performance, as well as 
the tradeoff between them.

Binary Power Control

For a given UL and DL UE pair, the problem in 
Eq. 3 reduces to joint optimization of the trans-
mission powers of the BS and the UL UE. Without 
loss of generality, when the transmission power of 
the UL UE, Pj

UL, is fixed, by taking the derivative 
of Eq. 3 with respect to the transmission power 
of the BS, Pi

DL, we can find that there exists at 
most one minimum point and no maximum point 
in the interval [0, PDL

max] for the function in Eq. 
3. Therefore, the optimal value for Pi

DL to max-
imize the sum rate lies at the two end points of 
the interval, i.e., 0 or PDL

max. Hence, the BS either 
transmits no signal to turn the network into HD 
mode or with the maximum power level. A similar 
result can be obtained for the transmission power 
of the UL UE. The joint optimization of both, as 
a generalized case, offers three solution candi-
date pairs: (0, PUEmax), (PBSmax, 0), and (PBSmax, 
PUEmax), which shows exactly the binary feature 
and demonstrates appealing computational effi-
ciency to obtain the solution in Eq. 3.

To demonstrate the binary power control fea-
ture more clearly, Fig. 2 depicts our simulation 
results. In our simulation, the pico BS and the UL 
UE are located at (0,0) and (–25,0), respectively, 
and other parameters are set as in Table 1. By 
moving the DL UE along the horizontal axis from 
(–40,0) to (40,0), we show the optimal power 
control solutions for both the UL UE and the BS 
under 110 dB SIC capability [2] in Fig. 2a. Here, 
instead of applying our analytical observation 
above, we perform optimization by exhaustive 
search. From Fig. 2a, to achieve the maximum 
system SE, the BS and the UL UE either transmit 
at their maximum power levels or just mute to 
fall back to HD mode, which is consistent with 
our analytical observation. Moreover, Fig. 2a also 
implies that along with the moving of the DL UE, 
the system will fall back to HD mode for most of 
the DL UE positions. Hence, for the network with 
multiple UEs, it is essential to schedule one UL UE 
and one DL UE to form a pair in FD mode and 
thus obtain a larger SE gain.

Interference-Aware User Scheduling

Given the binary feature of power control, the SE 
maximization problem in Eq. 3 reduces to a UE 
scheduling problem, namely, for a given time-fre-
quency resource, how to select one UL UE and 
one DL UE from all active UEs to properly work 
together. Basically, there have been many exist-
ing scheduling methods in the HD network, such 
as proportional fairness (PF) [7] and round-robin, 
which the FD network could directly take advan-
tage of. For example, the FD network could follow 
the standard PF procedure to select DL UE and 
UL UE independently and pair them. However, 
the ignorance of inter-UE interference in such a 
method could degrade the performance. Further-

Figure 2. Performance of single-cell network: a) the optimal transmission power of the pico BS and the UL UE in terms of SE maximiza-
tion; b, c) the SE and EE performance improvement of FD network over HD network under power control (PC) and/or user pairing 
(UP); d, e) the SE-EE relation for with a given pair of UL and DL UEs at different positions.

Key Findings: (1) For a given pair of UEs, the SE-optimized power control result has a binary feature. (2) The SE-EE relationship in sin-
gle-cell FD network is dependent on the positions of UEs and might be different from that in HD network.
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more, our simulation results will show that interfer-
ence awareness should be an important feature for 
the UE pairing process. There are different levels 
of interference awareness and also various proce-
dures to achieve that awareness. If we can track 
the inter-user interference channel fast enough, 
the short-term interference can be captured, which 
would be best for performance but with the high-
est overhead in tracking such information. On the 
other hand, we may only exploit long-term statistics 
of interference, such as the path-loss, which can be 
easily derived from the relative user positions. In 
this case, the interference-aware user scheduling 
problem turns into a distance-aware problem, and 
has been investigated in [11, 13].

Here we give an example of a distance-aware 
joint PF UE pairing algorithm, in which the BS 
takes turns to select the first user sorted by the 
PF criterion in the UL or the DL, and then pairs a 
DL or UL UE with the largest distance. To show 
the benefit of the binary power control (PC for 
short) and distance-aware joint PF UE pairing (UP 
for short) schemes, we simulate a single-cell FD 
network with eight randomly deployed UL or DL 
UEs. Without loss of generality, the baseline HD 
network in our simulation is assumed to work in 
FDD mode, i.e., the UL or the DL uses half of the 
total bandwidth. Meanwhile, despite the existence 
of advanced user scheduling methods applicable 
to the HD networks as well, we only consider the 
standard PF method for the HD networks here as 
an example. The system SE and EE under different 
strategies are shown in Fig. 2b and Fig. 2c, respec-
tively. From the figures, the FD network shows 
trivial gain over the traditional HD network with-
out power control or UE pairing. However, when 
either power control or UE pairing is used, the per-
formance gain can be significantly improved. In 
particular, the joint power control and UE pairing 
scheme can provide around 45 percent and 60 
percent boost in system SE and EE, respectively.

SE-EE Relationship

As before, we consider one BS with a given UL 
and DL UE pair but at different locations and find 
the SE-EE relationship by varying the transmission 
power of the UL UE from 0 to 23 dBm while fix-
ing the transmission power of the BS. Figure 2d 
and Fig. 2e demonstrate the SE-EE relationship for 
the FD and HD networks, respectively. From the 
figures, the shape of the SE-EE relation does not 
change with the UE locations in the HD network 
since there is no interference between the UL UE 
and the DL UE. However, due to the inter-user 
interference in the FD network, the relative loca-
tion between the UL and DL UEs significantly 
affects the SE-EE relationship, which confirms the 
effectiveness of the proposed UE pairing method 
with location awareness. Moreover, for different 
UE locations, the maximum system SE is derived 
either when the UL UE transmits at its maximum 
power or when it is completely muted, which 
again aligns with our binary power control results 
in Fig. 2a. In brief, different from the HD network, 
the SE-EE relationship for the FD network will be 
dependent on the positions of the UEs. Never-
theless, with advanced interference management 
strategies in the FD network, EE performance can 
be improved by around 60 percent when the 
maximized SE is increased by around 45 percent.

Multi-Cell FD Networks
In this section, we investigate multi-cell FD net-
works. As illustrated in Fig. 1, multi-cell FD net-
works suffer from more complicated interference. 
Therefore, we first take a look at how bad the 
interference situation is and which type of inter-
ference is dominant. Then we will discuss which 
solution is most effective, especially to deal with 
the dominant interference, and how much gain 
we might expect in terms of system SE and EE 
from the FD networks.

As mentioned earlier, we consider a multi-cell 
heterogeneous network with the macro BSs work-
ing in HD mode and the pico BSs working in FD 
mode. System-level simulations are used to answer 
the aforementioned questions. Specifically, seven 
macro BSs in total are located at the vertices and 
the center of a hexagon, and the pico BSs are ran-
domly scattered in each sector of the macro BSs 
[14]. The system parameters are listed in Table 1. 
Moreover, we consider two network configurations:
•	 Uniform Case: UEs are uniformly dropped in 

the coverage of the macro BSs and associate 
with the macro BSs or the pico BSs following 
the standard strongest received signal strength 
(RSS) criterion. Besides, cell range expansion 
toward the pico BSs is leveraged by virtually 
adding 6 dB bias to the received power of the 
pico BSs. Moreover, the macro BSs and the 
pico BSs operate in the same band.

•	 Clustered Case: UEs are uniformly dropped in 
the coverage of the pico BSs and only associat-
ed with the pico BSs. In other words, randomly 
distributed UEs form different clusters, and the 
positions of UEs in each cluster are limited to 
the range of one pico BS. The macro BSs and 
the pico BSs operate in different bands.

Table 1. Main parameters in the system-level simulator, which are compatible 
with 3GPP TR 36.828 [14].

Category Sub-category Configuration

TTI 1 ms

Bandwidth UL or DL in HD: 10 MHz; UL or DL in FD: 20 MHz

Topology

Macro

Pico

UE

500 m inter-site distance (ISD) at static positions with three sectors

3, 6, …, or 18 picos uniformly distributed in 500 m-ISD macro’s region

Uniform: 192 users uniformly distributed in 500 m-ISD macro’s region

Clustered: eight users uniformly distributed in 40 m-radius picocell’s 
region

Propagation 
model

Pathloss

Shadowing

Noise figure 

Strictly following Table A. 1-3 in 3GPP TR 36.828 [14]

Macro to pico: 6 dB; macro to UE: 10 dB; pico to UE: 10 dB

UE to UE: 12 dB; pico to pico: 6 dB

Macro: 5 dB; pico: 13 dB; UE: 9 dB

Maximum transmission power Macro: 46 dBm; pico: 24 dBm; UE: 23 dBm

SIC capability 50 dB to 120 dB, 110 dB by default

Cell range extension (bias) 6 dB

Proportional fairness Window length: 500; exponent factor: 0.05
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As before, the results are averaged over 100 
user drops for both cases.

Interference Analyses

In this section, we investigate the strength of 
different types of interference for both network 
configurations by exploiting the standard PF 
scheduling method for UL and DL UEs separately 
and not applying any smart interference manage-
ment scheme. Furthermore, since the interference 
situation is different, we present the results sepa-
rately in Fig. 3a and Fig. 3b. We shall see which 
direction is affected more seriously and which 
interference is more dominant.

Uniform Case: Figure 3c and Fig. 3d show 
the interference powers for the UL and DL UEs, 

respectively. Two groups of results are shown in 
each figure, corresponding to the two settings 
(i.e., 6 and 12) of the pico BS density for each 
macrocell.3

From Fig. 3c, for DL transmission, the stron-
gest interference in most cases is from the UL UE 
of the same cell, which is a unique problem in 
the FD networks. Meanwhile, DL transmission, 
on average, is affected more by inter-cell inter-UE 
interference than by inter-cell BS-to-UE interfer-
ence for the first group.4 On the other hand, for 
UL transmission, the interference from the neigh-
boring BSs, including both the pico BSs and the 
macro BSs, dominates, as demonstrated by the 
first group of results in Fig. 3d. Inter-cell interfer-
ence power increases with the number of pico 

Figure 3. a) Interference in DL; b) UL and corresponding powers in two typical scenarios: c, d) uniform case; e, f) clustered case. Key 
findings: The intra-cell inter-UE interference dominates in DL, while UL transmission suffers in cochannel heterogeneous networks.
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3 As may be needed for 
result comparison, when 
there are 192 uniformly dis-
tributed UEs per macro BS, 
statistically around four to 
eight UEs are associated to 
each pico BS. 
 
4 Given the random drop of 
UEs, the second-order statis-
tic also shows that the inter-
cell inter-UE interference has 
much larger dynamic range 
that that of inter-cell BS-to-UE 
interference.
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BSs. Moreover, it also implies that more users in 
the FD networks will incur larger inter-cell inter-UE 
interference for both UL and DL from Fig. 3c and 
Fig. 3d.

Clustered Case: In this scenario, we discuss 
the impact of interference when UEs are clustered. 
The corresponding results are shown in Fig. 3e and 
Fig. 3f. Compared with the uniform case, both the 
inter-cell BS-to-UE interference in the DL and the 
inter-BS interference in the UL becomes signifi-
cantly smaller due to the absence of the macro 
BSs. However, the inter-UE interference is still 
very strong and needs interference management 
schemes, so as to exploit the potential benefit of 
FD communications. Moreover, similar to that 
in the uniform distribution case, along with the 
increase in the number of the pico BSs, the inter-
ference problem becomes more severe.

Network SE and EE
In this section, we will investigate how the inter-
ference management schemes in the single-cell 
FD network could contribute to improving the 
multi-cell performance in terms of SE and EE and 
provide the corresponding results in Fig. 4. From 
Fig. 4a and Fig. 4b, under the assumption of 110 dB 
SIC capability for both network configurations, 
positive gains (56 percent and 16 percent for the 
uniform and clustered cases respectively) of FD 
networking in system SE can be achieved even 

when no extra interference management strategy 
is used. This is because the inter-cell interference 
leads to a smaller SE in each cell than that in the 
single-cell case in Fig. 2b. However, all bandwidth 
could be used for both UL and DL UEs, so user 
diversity helps maintain system throughput in the 
FD case. It is encouraging to see an extra 20 per-
cent or 35 percent gain by applying single-cell 
based power control or UE pairing on top for the 
uniform case and clustered case, respectively. This 
verifies the earlier observation that the intra-cell 
inter-UE interference is most dominant under our 
setting. From the figure, the gain for the clustered 
case is higher because the intra-cell inter-UE inter-
ference is more severe, as in Fig. 3. Moreover, 
an extra 56 percent gain for the clustered case 
can be obtained when these two interference 
management strategies are combined, which 
implies that the FD networks will perform interfer-
ence-aware UE pairing and even fall back to HD 
mode to ensure no performance degradation. 

Next, we discuss how the SE gain of the FD 
networks over the HD networks could be with 
different SIC capabilities. Figure 4c shows for 
the standard PF scheduling method in the uni-
form case, it needs at least an 83 dB SIC capa-
bility to achieve the sum rate gain of the FD 
networks, and requires a less effective SIC capa-
bility if better interference management schemes 
are leveraged. Moreover, with power control, 

Figure 4. SE performance between uniform case (6 pico BSs/Macro BS, 192 UEs/Macro BS) and clustered 
case (6 pico BSs/Macro BS, 8 UEs/Pico BS): a, b) the SE under power control (PC) and/or user pairing 
schemes, 110 dB SIC assumed; c, d): the SE gain of FD networks over HD networks versus the SIC 
capability.

Key findings: (1) The combination of power control and user pairing algorithm effectively mitigates the 
annoying interference and provides 91% and 72% SE gain for the uniform and clustered case, respec-
tively; (2) The minimum required SIC capability to obtain SE gain in FD networks are 83 dB and 100 dB 
for the uniform and clustered case, respectively.
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the FD networks could fall back to HD mode 
whenever necessary to reap a larger SE at some 
transmission direction (i.e., UL and DL). Hence, it 
always exhibits performance improvement even 
when the SIC capability is not so effective. On 
the other hand, Fig. 4d shows that stronger SIC 
capability, around 100 dB, is needed to mitigate 
the negative impact of other kinds of interfer-
ence in the clustered case, such as the intra-cell 
inter-UE interference.

SE-EE Relationship

Figure 5 further presents the system SE and EE 
performance of the FD networks. From the fig-
ures, there are similar SE-EE tradeoff curves in 
both network configurations. When the num-
ber of pico BSs per macro BS increases from 
three to 18, it leads to distinct variation trends 
in SE and EE, because more pico BSs imply a 
higher frequency reuse ratio and thus lead to 
a larger SE. However, deploying more pico 
BSs also adds to the total power consumption 
and incurs larger inter-cell interference. Con-
sequently, the SE gain cannot compensate for 
the loss in interference and power consump-
tion, resulting in the EE decrease. Meanwhile, 
in addition to the benefit to SE performance 
improvement already validated in Fig. 4, the 
FD networks could also benefit system EE, as 
shown in Fig. 5. For both configurations, the 
FD networks with the standard PF schedul-
ing method could yield larger EE (24 percent 
and 4 percent for the uniform and clustered 
cases respectively) than the HD networks. By 
exploiting the power control and the UE pair-
ing methods, the EE performance improvement 
could be as large as 110 percent.

Conclusions and Future Works

From the discussion in this article, we found 
that equipping pico BSs with FD functionality 
will be most practical and promising for FD 
communications in cellular networks. Start-
ing with a single-cell FD network, we discov-
ered that the power control solution for any 
given UL and DL UE pair has a binary feature, 
and thus the system SE optimization problem 
reduces to a UE pairing problem. We further 
demonstrated the importance of interfer-
ence-awareness in pairing UEs. For the multi-
cell scenario, our interference analysis results 
showed intra-cell inter-UE interference is most 
dominant under our setting. Therefore, we fur-
ther combined the UE pairing scheme based 
on distance-aware joint PF scheduling and the 
binary power control scheme as the interfer-
ence management solution for the multi-cell 
FD networks. The system-level simulation has 
proven up to 91 percent and 72 percent SE 
gains over the traditional HD networks for 
the uniform and clustered cases, respectively, 
under 110 dB SIC capability. Therefore, we 
could conclude that FD works for cellular net-
works!

However, there still exist demanding challeng-
es to address, including the combination of FD 
functionality with multiple-input mutiple-output 
(MIMO) systems, the protocol and algorithm 
design to take advantage of interference cancel-
lation at the receiver or even to combine with the 
non-orthogonal multiple access schemes [15], as 
well as the extension to UEs with FD capability in 
both cellular and device-to-device (D2D) commu-
nications.

Figure 5. The SE and EE performance of FD cellular networks: a) uniform case with 192 UEs per macro BS; 
b) clustered case with 8 clustered UEs per pico BS.

Key Findings: (1) FD networks yield similar SE-EE trend but better tradeoff curves to HD networks. (2) By 
exploiting power control and UE pairing schemes, the EE performance improvement could be as large 
as 110%.
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